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Abstract

Background and aims: Using a computer algorithm to quantify pain drawings could be useful, especially when large numbers of drawings need to be assessed. Whilst informal visual assessment of pain drawings can give clinicians a quick impression of the extent of pain and its location, formal quantification of pain drawings by computer for research purposes is not necessarily trivial. The current study compared seven different approaches to quantification in a large sample of clinical spinal pain drawings.

Methods: A large number (n = 55,720) of pain drawings were extracted from the SpineData database, a clinical registry of spinal pain patients in the Region of Southern Denmark. Drawings were analyzed both as pixel (raster) and vector based images, with different approaches based on the raw pain drawing, simple encircling polygons, convex-hull encircling polygons and discrete anatomical regions. Data were analyzed using principal component analysis, correlation and linear regression, as well as informal visual inspection of outlier pain drawings.

Results: Eighty-one percent of the variance could be explained by the first principal component, which we interpreted as the true score variance, i.e. the variance attributable to differences in pain area between individuals. The second principal component explained 10% of the variance and was loaded differentially by polygon-based methods and non-polygon-based methods. Correlations between the different approaches ranged from 0.66 to 1.00. Some approaches correlated so strongly as to be interchangeable, others tended to bias area estimates significantly. Visual inspection of outlier pain drawings indicated that when the different approaches to quantification yielded different results, characteristic patterns could be identified in the style and patterns of those pain drawings.

Conclusions: The different approaches reflected the same underlying construct (pain area), but could not be relied upon to produce the same area estimates and were affected by the interaction between drawing style and quantification approach. To some extend, the “correct” choice of quantification method is specific to and dictated by the style of each pain drawing. A differentiated approach is required in which the results of quantification and the drawing style are considered in combination. We provide suggestions for such differentiated approaches taking into account the nature of the drawing data (raster vs. vector) and the method of analysis (partly vs completely automated).

Implications: The chosen method of quantifying pain drawings in combination with the drawing style of the individual patient, can impact the resulting area estimate to a significant degree. These issues should be considered before undertaking computerized area estimation of pain drawings.

Keywords: pain drawing; quantification; spinal pain; back pain; pain measure; computer analysis.

1 Introduction

Pain is a complex psycho-sensory experience, which cannot be meaningfully quantified in only a single measure. Instead, different tools are used to quantify different aspects of the pain experience. At face value, the pain drawing can be used to quantify pain extent/area and location.

However, determining the best way to quantify pain drawings is not straightforward and a number of different methods have been described in the literature. These methods can be grouped as approaches based on (1) area approximation, and (2) number and location of anatomical regions – see Fig. 1 for illustrations. A third group of
classification methods is based on specific scoring criteria, in which “points” are counted on the basis of “written comments”, “whole-body pain”, “non-organic pain”, etc. These criteria are purported to indicate psychological stress (see Ransford et al. [1]), but have been subject to some criticism [2–4] and they are not included in the current study because they do not quantify pain area as such.

With the first approach, approximation of the painful area is typically done by subdividing the pain drawing into a grid with squares of known size and simply counting the number of involved squares. In its most basic form, the empty pain drawing is printed onto common “squared graph paper” (see Ohlund et al. [5] for an example), whilst other methods have overlay grids specially adapted to the outline of the pain drawing (see Gatchel et al. [6]). Computerized analysis of digital drawings is typically performed in this manner, albeit with a much larger number of much smaller squares (pixels). Pain drawings can be stored on computers in two fundamentally different file formats: vector-based or pixel/raster-based. Pixel-based analysis was employed as early as 1991 by Mann et al. [7]. Vector-based analysis is less common as the data capture and analysis processes are more complex.

The second approach, using the number and location of anatomical regions, also consists of counting subdivisions of the pain drawing, but in this case, on the basis of anatomical divisions such as upper leg, lower leg, foot, etc. (see Margolis et al. [8] for an example). This method provides information about the anatomical regions involved in pain, rather than area as such. However, as each anatomical region can be weighted in accordance to their absolute area, it can be adapted to provide a measure of area as well. This does carry the potential risk of over-estimating the area when only a minor portion of a large anatomical region is indicated as painful, as the entire area is included if any part is indicated as painful.

In a clinical setting, simple visual inspection of pain drawings probably suffices to get an overall impression of pain extent, location, etc. but for research there is a need to quantify pain drawings reliably. Moreover, when large amounts of pain drawing data have been collected in a digital format, it may be preferable to automate such quantification by use of a computer algorithm. However, this raises a number of potential issues:

Fig. 2 illustrates how automated analysis of pain drawings using the first approach could generate misleading results. The left panel of the figure illustrates a “raw pain drawing” and includes examples of pain indicated as a simple line-stroke (left shoulder), an encircled area (lower leg) and a hatched (criss-crossed) area (lumbar region). If the pain drawing in Fig. 2 is quantified by area approximation (pixel counting), the encircled and hatched areas would be significantly underestimated as only the pixels in the outline would be counted. Provided the pain drawing is stored in an appropriate vector-based format this problem can be overcome to some degree by simply “closing” the line-stroke – i.e. by connecting the start and
end points of each stroke to form a simple polygon from which an area can be accurately calculated. As illustrated in the center panel of Fig. 2, this yields a good approximation for the encircled area but still underestimates the hatched pain area and, conversely, potentially overestimates the area from the simple line. For comparison, the right panel of the figure illustrates a more complex vector-based solution, which relies on calculating the “convex hull” polygon, i.e. the polygon with the least number of sides, which encapsulates the simple polygon. This method provides a good estimate for the hatched area but overestimates the encircled area of the lower leg and the line on the shoulder.

The simple polygon and convex hull polygon examples (of the first approach) just described require data to be stored in a vector-based format. Such data may not always be available. Furthermore, such vector-based methods can potentially overestimate the area if the patient draws repeatedly in the same area resulting in overlapping polygons – unless such overlaps are corrected for. It is not self-evident which method provides the best summative estimate of painful areas and that may depend on the particulars of the individual pain drawing.

The counting of involved anatomical regions (the second approach) is a lot simpler to perform but also has limitations. For example, if the anatomical divisions illustrated in the center panel of Fig. 1 were used, the pain indicated in the left shoulder and right lumbar region of Fig. 2 would yield that same result of 3 involved regions, despite the obvious disparity in the two areas. It would be tempting to solve this issue by simply subdividing the pain drawing into a greater number of smaller anatomical regions but in essence this would just approach a pain area estimation method (the first approach) with the same potential issues as described above.

The automated quantification of pain drawings therefore needs to consider these issues and potential pitfalls in order to generate useful data.

Principal Components Analysis is a statistical method that can assist in understanding whether different measurement methods are measuring the same construct (a single dimension) or are measuring more than one dimension. Similarly, Spearman’s correlation coefficients and the $R^2$ from linear regression models provide information about the co-variance between different measures. In the present context, these three tools were potentially useful for understanding if these different ways of quantifying pain areas were measuring the same thing and the amount of similarity in their scores.

Therefore, the aim of the current study was to (a) use Principal Component Analysis, correlation coefficients and linear regression models to examine the co-variance between different computerized methods of quantifying pain drawing area, and (b) use visual inspection to identify and report where different methods of quantifying pain drawings yield different results.
2 Methods

2.1 Setting

Data were extracted from the SpineData Database [9] (Danish Data Protection Agency ref. no. 2000-53-0037) which is a clinical registry of patients with spinal pain syndromes. The database is used at the Spine Center of Southern Denmark, a large specialized hospital department in the region of Southern Denmark (total population 1.2 million). Patient referrals come from private practice clinicians (general medical practitioners, chiropractors and consultant medical specialists) as well as other hospital departments. Patients present almost exclusively with chronic spinal pain syndromes that have failed to respond sufficiently to conservative care in the primary care sector. All available relevant data was retrieved from the SpineData database for patients with an initial consultation between 23 February 2011 and 18 April 2018 with no restrictions on their clinical presentation.

2.2 Clinical data

Data were extracted from the database on patient sex, age, duration of pain and typical clinical pain intensity, as well as the region indicated by the patient as the main clinical pain area (neck, mid-back or low-back).

2.3 Acquisition of pain drawing data

The SpineData questionnaire includes a 450 × 500 pixel digital pain drawing template (see Fig. 3) on to which patients can draw with their finger when using a touch-screen, or with a computer mouse when using a regular computer. The computer interface was programmed with a fixed stroke-width of 5 pixels, i.e. a line drawn on the screen would have a standard width of 5 pixels, irrespective of whether the line was drawn using a computer mouse or a touch screen interface. Patients either completed the questionnaire on a digital tablet in the waiting room before their first consultation or online no earlier than 48 h prior to the appointment. No data was recorded about the method (mouse or touch screen) used.

The pain drawing was stored as a scalable vector graphics (SVG) in extended markup language format (XML). The SVG code is a standard computer format for storing vector-based graphics, which in this case defines a Cartesian coordinate system (0–450 × 0–500) super-imposed on the template pain drawing (Fig. 3). The SVG code therefore represents a number of drawing “strokes” within that coordinate system, where each stroke defines a continuous path from start (“pen-down”) to finish (“pen-up”). This is quantified as a series of x,y-coordinates representing points along the stroke path. So, each pain drawing thus consisted of a variable number of strokes and each stroke was defined by a variable number of points in the coordinate system.

The drawing was also divided into 46 predefined rectangular anatomical regions roughly corresponding to: forehead, face, neck (right front), neck (left front), etc. – see Fig. 4. For each anatomical region, a simple unweighted dichotomous (true/false) variable was stored indicating whether or not the patients’ drawing involved that particular area. The anatomical subdivisions were not evident to the patients who only saw the plain pain drawing (Fig. 3).

2.4 Quantification of pain drawing data

Pain drawings were analyzed using two first approaches described in the introduction: pain area estimation and the counting of anatomical regions. Analysis was
performed entirely by computer algorithms programmed in the statistical computing language R.

For each drawing, seven pain drawing variables were generated representing different quantification methods:

2.4.1 Pain area estimation variables

1. **SVG stroke**: Area was calculated based on the “raw data”, i.e. the actual SVG stroke definitions (with a stroke width of 5 pixels). So for each stroke the area was calculated as the combined length of the individual line segments × 5 and the total area for each drawing was calculated as a simple pixel sum of the stroke areas.

2. **Pixelated stroke**: The raw SVG definitions of each pain drawing were converted into a pixel/raster image of 450 × 500, in such a way that each pixel was either filled in or empty, i.e. without color gradients. The total area was calculated as the number of filled-in pixels.

3. **SVG simple polygon**: The area was calculated based on the SVG stroke definitions but each stroke was “closed” in such a way that a new, last “pen-up” coordinate was added as a copy of the starting “pen-down” coordinate, thus converting strokes into simple polygons. The geometric area was calculated for each polygon and the total area for each drawing was calculated as a simple sum of polygons. The additional area stemming from the 5 pixel stroke width was ignored.

4. **Pixelated simple polygon**: Each SVG stroke definition was converted to a closed and filled-in polygon and this SVG definition was converted to a pixel image of 450 × 500 pixels. The total area was calculated as the number of filled-in pixels.

5. **SVG convex hull polygon**: The area was calculated based on the convex hull method, in which the polygon with the smallest number of sides was calculated to encapsulate each stroke. The total area was calculated as the sum of the convex hull polygon areas.

6. **Pixelated convex hull polygon**: For each SVG stroke definition the convex hull polygon was calculated as a filled-in polygon and this SVG definition was converted to a pixel image of 450 × 500 pixels. The total area was calculated as the number of filled-in pixels.

In this manner, the area (in pixels) was estimated based on: the actual raw data strokes on the pain drawing (Methods 1 and 2) with a standard stroke width of 5 pixels; the simple polygons defined by those strokes (Methods 3 and 4); and the convex hull defined by the strokes (Methods 5 and 6). Methods 2, 4, and 6 (pixelated pain drawings) eliminated any additive effect of overlapping areas, whereas Methods 1, 3 and 5 (vectorized pain drawings) do not. The stroke-based methods (Methods 1 and 2) “added” an area corresponding to a standard stroke width of 5 pixels (as illustrated on the patient’s screen), whereas the polygon-based methods (Methods 3–6) calculated the absolute encapsulated geometrical area with no added stroke width. An R script of this analysis is provided as Supplementary Material.

2.4.2 Anatomical regions variable

7. An estimate of the area was calculated based on the anatomical regions involved (retrieved directly from the database), weighted using the absolute area of each anatomical region (see Appendix 1 and Fig. 4).

2.5 Statistical analysis

2.5.1 Descriptive and summary statistics

Descriptive and summary statistics are presented as both mean and standard deviation, as well as Tukey’s five number summary (minimum, lower quartile, median, upper quartile and maximum) for non-parametric data. Formal testing for normality was performed with Shapiro-Wilk test, Kolmogorov-Smirnoff test and visual inspection of QQplots (not presented here). The Shapiro-Wilk test has been recommended over the Kolmogorov-Smirnoff test which has lower power. However, with large data sets, the Shapiro-Wilk test is disproportionately sensitive to even small deviations from the normal distribution and test was therefore performed on random samples (n = 100 and n = 1,000) of the full data set [10].

2.5.2 Principal component analysis

Principal component analysis results are summarized as standard deviation (sd), variance component and variable loading for the first two principal components. The variable loadings for the first and second principal component are presented on a standard principal component analysis plot. A scree-plot of Eigen values is presented for visual inspection.
2.5.3 Correlation and linear regression

Pair-wise comparisons of the seven pain drawing variables are quantified using correlation coefficients (Spearman’s $\rho$) and linear regression ($R^2$ and residual SE).

2.6 Visual inspection

The 16 pain drawings with the highest degree of discrepancy between the most different quantification methods (as indicated by principal component analysis) are presented for informal visual inspection, thereby illustrating those pain drawings where the choice of quantification method made the biggest difference.

2.7 Ethics

Under Danish law, the secondary analysis of these de-identified registry data does not require ethics approval (The Act on Processing of Personal Data, December 2012, Section 5.2; Act on Research Ethics Review of Health Research Projects, October 2013, Section 14.2).

3 Results

3.1 Descriptive and summary statistics

Data from a total of 56,101 first-time visits were retrieved, but 381 contained coding errors in the SVG definitions (incomplete stroke elements), leaving 55,720 pain drawings for analysis. The analyzed cohort was comprised of 30,912 women of mean age 50.6 years [sd = 15.4] and 24,808 men of mean age 51.1 years [sd = 15.0].

The vast majority (76%) of patients reported low-back pain as the primary complaint, followed by neck pain (17%) and lastly, mid-back pain (7%). See Table 1 for summary statistics of clinical pain. For summary statistics of pain drawings see Table 2 and Fig. 5.

As illustrated in Fig. 5, the pain drawing data distribution appears skewed by a predictable flooring effect.
O’Neill et al.: Computerized quantification of pain drawings

Formal testing (Shapiro-Wilk and Kolmogorov-Smirnoff) rejected the null-hypotheses that the seven variables were normally distributed (all \( p < 0.0001 \)).

### 3.2 Principal component analysis

Results of the principal component analysis (scaled) are presented in Tables 3 and 4 and Fig. 6. Eighty one percent of the variance could be explained by the first principal component (Table 3) and the seven variables had roughly equal loading on that component (0.32–0.41, see Table 4). The second principal component explained only 10% of the variance but with considerable differences in both magnitude and direction of loadings. A scree plot of Eigen values (Fig. 7) also illustrates that the data can be meaningfully described by a single underlying component.

Based on the differential loading on the second principal component, two further analyses were performed as indicated by that differential loading:

- Analysis of the four polygon-based variables in isolation indicated that the first principal component of that group explained 94% of the variance with equal loading by all four variables. The second component (only 4% variance) was differentially loaded by SVG based methods versus pixel-based methods.

- Analysis of the other three variables (stroke SVG, stroke pixel and anatomical region) in isolation also indicated a first principal component with equal loading by all four variables, which explained 84% of the variance. The second component (14% variance) was differentially loaded by stroke-based methods versus the method based on anatomical regions.

### 3.3 Correlations and linear regression

Pair-wise correlation coefficients (Spearms) and linear regression \( (R^2 \text{ and residual standard error}) \) are presented in Table 5.
3.4 Visual inspection of outliers

Based on the findings of the principal component analysis described above, the sum of the area quantified by the four polygon-based methods was calculated. Similarly, the sum area of the four non-polygon based methods was calculated and the sixteen drawings with the greatest difference in either direction were identified.

In a similar manner, we identified those drawings with the greatest degree of discrepancy in area between the two stroke-based methods and the anatomical region-based method.

The choice of pain drawings for visual inspection was guided by the results of principal component analysis and is presented in Figs. 8–11.

Visual inspection of pain drawings with high degrees of discrepancy between polygon-based and non-polygon-based methods revealed some obvious differences in drawing characteristics. Some patients indicated their pain to be in multiple sites, by use of many small drawing strokes (see Fig. 8). This style of drawing yielded relatively large area estimates with the non-polygon-based methods, due to the standard 5-pixel width of each stroke and relatively small circumscribed polygons. Conversely, the pain drawings with relatively large polygon-based area estimations (see Fig. 9) are characterized by a few strokes which circumscribe relatively
large areas, in some instances extending beyond the body outline.

Comparing drawings with large discrepancy between stroke area (pixel or SVG) and weighted anatomical region estimates suggest that relatively large stroke area estimates are seen with many overlapping strokes within a relatively small anatomical area (see Fig. 10). Conversely, the drawings in Fig. 11 are characterized by either a few long strokes or a large number of small strokes, which include several anatomical regions.

4 Discussion

4.1 Principal component analysis

The first principal component explained most of the variability in the data (81%), which means that the multidimensional co-variability in the data could be meaningfully reduced to variability in a single dimension, albeit with some loss of information.

The results of a principal component analysis requires a contextual interpretation based on an understanding of the underlying data [11]: As all included variables had very similar loadings on the first principal component in the three principal component analyses, we interpret those components to represent the true score variance, i.e. actual variation in pain area between individuals. In other words, the principal component analysis indicates that all the employed methods quantify the same underlying construct: pain area. As mentioned, this accounted for most, but not all of the variation in our data.

The second principal component was loaded differentially by the seven variables, with those relying on polygon-based methods (simple polygon or convex hull, svg or pixel based) loading in the opposite direction of those based on the raw drawing strokes or anatomical regions (the direction is arbitrary and interchangeable in principal component analysis). This suggests that a distinction between those groups of methods may be important, although it still only accounts for a small degree of the variation (10%).
4.2 Correlation and linear modelling

Although the different methods of quantifying pain drawings generally had high coefficients of correlation (see Table 5), the goodness-of-fit and residual standard error of linear modelling suggest that different methods cannot be relied upon to generate the same measure of pain area. The area estimates obtained through (weighted) counting of anatomical areas seem to have particularly low correlation and linear fit with the other methods. Table 2 and Fig. 5 indicate that this method systematically overestimates the pain area, which undoubtedly is because the entire anatomical region is counted even when only a smaller portion is actually indicated as painful.

Table 5: Correlations and regression.

<table>
<thead>
<tr>
<th></th>
<th>svgStroke</th>
<th>svgPoly</th>
<th>svgChull</th>
<th>pixStroke</th>
<th>pixPoly</th>
<th>pixChull</th>
<th>wAnatomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>svgStroke</td>
<td>0.80</td>
<td>0.87</td>
<td>0.96</td>
<td>0.89</td>
<td>0.89</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>svgPoly</td>
<td>0.25 [2,794]</td>
<td>0.95</td>
<td>0.85</td>
<td>0.93</td>
<td>0.91</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>svgChull</td>
<td>0.43 [2,449]</td>
<td>0.85 [1,333]</td>
<td>0.91</td>
<td>0.96</td>
<td>0.97</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>pixStroke</td>
<td>0.73 [1,676]</td>
<td>0.47 [2,479]</td>
<td>0.66 [2,501]</td>
<td>0.96</td>
<td>0.96</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>pixPoly</td>
<td>0.40 [2,507]</td>
<td>0.81 [1,475]</td>
<td>0.88 [1,472]</td>
<td>0.76 [1,116]</td>
<td>1.00</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>pixChull</td>
<td>0.42 [2,465]</td>
<td>0.74 [1,725]</td>
<td>0.90 [1,329]</td>
<td>0.78 [1,060]</td>
<td>0.97 [724]</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>wAnatomy</td>
<td>0.36 [2,595]</td>
<td>0.28 [2,877]</td>
<td>0.38 [3,373]</td>
<td>0.68 [1,287]</td>
<td>0.57 [2,769]</td>
<td>0.57 [3,198]</td>
<td></td>
</tr>
</tbody>
</table>

Table of correlation and linear regression. Spearman’s correlation coefficients are presented in the upper-right part of the table (all significant at $p < 0.0001$). The $R^2$ [residual standard deviation] of a linear regression are presented in the lower-left half of the table.
As there is no gold standard for quantifying pain drawings, it is not obvious which method(s) most accurately quantifies the actual bodily extent of pain and, as described in the introduction, technical issues relating to the style of pain drawing may make one method more appropriate in some circumstances and less so in others.

4.3 Convex hull polygon method

The more complex method of using the convex hull polygon approach was included in the study to allow for examination of the effect of hatched areas. As discussed in the introduction, such pain drawings would likely result in significant discrepancy between that method.
and the simple polygon method. However, post-hoc visual analysis (not presented here) of the 16 drawings with the greatest discrepancy between simple polygon and convex hull polygon assessment did not reveal any such hatched pain drawings. We suspect the digital pain drawing interface does not encourage the participant to use hatching. Of course, this may be different with paper-based pain drawings.

4.4 Visual inspection of discrepant pain drawings

Visual inspection of pain drawings with greater degrees of discrepancy in area estimates, demonstrates discernible and characteristic patterns. The implication of this observation is, that the approach or method of area estimation cannot be made blindly, but must be guided in
some way to allow for the style of the individual pain drawing.

If the drawing style is not taken into consideration, an over- or underestimation of area in the region of 300% may be the result in extreme cases, such as those illustrated in Figs. 8–11.

5 Conclusions

This study demonstrated that computerized analysis of pain drawings is possible but the choice of method for quantifying the painful area can impact the results. There is no simple answer about which method provides the best area estimate, as considerable over/underestimation of area is seen with different combinations of methodology and drawing style.

However, convex hull polygon estimation of digital pain drawings can probably be omitted as the results are nearly identical to those of the simple polygon area estimation. Also, area estimation by summation of weighted anatomical regions seems likely to systematically overestimate the area in absolute numbers, albeit its results correlate well with other methods.

We suggest the following practical approach to computerized quantification of pain drawings:

If pain drawings are stored as pixel/raster data, each drawing must be manually examined to ensure that encircled areas are included in the area estimate.
If pain drawings are stored as vector data, firstly calculate both a simple polygon-based area estimate and an estimate based on the stroke area. Secondly, pragmatically use visual inspection to identify those drawings where the two methods are discrepant and choose the method least likely to over/underestimate the pain area. Alternatively, if analysis is only to be done by a computer algorithm:

1. select the strokes-based estimate if the polygon-based estimate is relatively large and number of strokes relatively small (corresponding to the situation in Fig. 9)
2. select the polygon-based method if the stroke-based estimate is relatively large and number of strokes relatively high (corresponding to the situation in Fig. 8).

Fig. 11: The sixteen pain drawings with the greatest discrepancy between methods based on raw SVG strokes (lesser area estimates) and methods based on anatomical regions (greater area estimates). Numbers in drawing represent the area sum of the two strokes based methods (S) and anatomy-based methods (A).
Appendix 1: Weighted area of anatomical regions

<table>
<thead>
<tr>
<th>Note</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front forehead</td>
<td>900</td>
</tr>
<tr>
<td>Front face</td>
<td>1,530</td>
</tr>
<tr>
<td>Front right neck</td>
<td>560</td>
</tr>
<tr>
<td>Front left neck</td>
<td>560</td>
</tr>
<tr>
<td>Front right arm</td>
<td>2,184</td>
</tr>
<tr>
<td>Front right chest</td>
<td>3,024</td>
</tr>
<tr>
<td>Front left chest</td>
<td>3,024</td>
</tr>
<tr>
<td>Front left arm</td>
<td>2,184</td>
</tr>
<tr>
<td>Front right forearm</td>
<td>1,620</td>
</tr>
<tr>
<td>Front right stomach</td>
<td>1,376</td>
</tr>
<tr>
<td>Front left stomach</td>
<td>1,376</td>
</tr>
<tr>
<td>Front right forearm</td>
<td>1,620</td>
</tr>
<tr>
<td>Front right hand</td>
<td>1,610</td>
</tr>
<tr>
<td>Front right groin</td>
<td>770</td>
</tr>
<tr>
<td>Front left groin</td>
<td>770</td>
</tr>
<tr>
<td>Front left hand</td>
<td>1,748</td>
</tr>
<tr>
<td>Front right thigh</td>
<td>2,800</td>
</tr>
<tr>
<td>Front left thigh</td>
<td>2,800</td>
</tr>
<tr>
<td>Front right leg</td>
<td>2,944</td>
</tr>
<tr>
<td>Front left leg</td>
<td>2,944</td>
</tr>
<tr>
<td>Front right foot</td>
<td>1,408</td>
</tr>
<tr>
<td>Front left foot</td>
<td>1,408</td>
</tr>
<tr>
<td>Back head</td>
<td>2,700</td>
</tr>
<tr>
<td>Back left neck</td>
<td>572</td>
</tr>
<tr>
<td>Back right neck</td>
<td>650</td>
</tr>
<tr>
<td>Back left arm</td>
<td>2,520</td>
</tr>
<tr>
<td>Back left thoracic</td>
<td>1,755</td>
</tr>
<tr>
<td>Back right thorasic</td>
<td>1,950</td>
</tr>
<tr>
<td>Back right arm</td>
<td>2,520</td>
</tr>
<tr>
<td>Back left forearm</td>
<td>1,700</td>
</tr>
<tr>
<td>Back left lower back</td>
<td>1,323</td>
</tr>
<tr>
<td>Back right lower back</td>
<td>1,470</td>
</tr>
<tr>
<td>Back right forearm</td>
<td>1,700</td>
</tr>
<tr>
<td>Back left hand</td>
<td>1,584</td>
</tr>
<tr>
<td>Back left buttock</td>
<td>1,760</td>
</tr>
<tr>
<td>Back right buttock</td>
<td>1,760</td>
</tr>
<tr>
<td>Back right hand</td>
<td>1,584</td>
</tr>
<tr>
<td>Back left thigh</td>
<td>2,800</td>
</tr>
<tr>
<td>Back right thigh</td>
<td>2,800</td>
</tr>
<tr>
<td>Back left calf</td>
<td>2,660</td>
</tr>
<tr>
<td>Back right calf</td>
<td>2,660</td>
</tr>
<tr>
<td>Back left foot</td>
<td>1,500</td>
</tr>
<tr>
<td>Back right foot</td>
<td>1,500</td>
</tr>
<tr>
<td>Mid back top</td>
<td>338</td>
</tr>
<tr>
<td>Mid back center</td>
<td>845</td>
</tr>
<tr>
<td>Mid back bottom</td>
<td>637</td>
</tr>
</tbody>
</table>

Weighted area of pre-defined anatomical regions.
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