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Abstract

Personalization is the process of customizing social network pages of users according to their needs and personal interests. It can also be used for filtering unwanted information from an individual's page received from other users, in case this information is unpleasant or unacceptable. To avoid unwanted information from a particular user in current social networks, the user needs to be denied accessibility by blocking them. However, instead of blocking the user, it would be preferable to have a mechanism that prevents the undesirable content in a user's social network page. Thus, this paper presents a model that determine the emotions shared in the content of a social network page by the user. The model determines the dominant emotions for a period of time and uses these to filter the content using the user's dominant emotions. Using the developed model, a novel system based on item based collaborative filtering process to personalize the user's social network page has been developed. A user study involving 5000 Twitter messages shows that the developed system performs satisfactory with a correctness in the filtering process of 87%.
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1. Introduction

Generally, emotions are a complex combination of external and internal influences that reflect the feelings and moods of a human being. It forms an important component of one's behavior [1, 2]. It can emerge in any social context, but in social network setting, it has the privilege of spreading rapidly as numerous users are connected simultaneously [3].

Though the cyberspace does not provide emotions directly, it allows individuals to interact thereby sharing their emotions. Due to the revolution of social networking, in the present era, vast contents are continuously being shared. Often, the shared
contents may not confirm to the likings of the users. At the same time, this may influence any individual into deviating from their basic nature, spoiling the ambiance, and negatively affecting the entire community. Emotions have great impact on on-line communication, especially in social networks. To maintain the harmony in an established relationship on the social network it is always good to share and retain the desirable content and filter the undesirable ones. This can be achieved by dynamically sieving the contents shown in the user's page based on their dominant emotions. Accordingly, a methodology was designed to filter the undesirable content of user's social network pages.

The paper is organized as follows. Section 2 relates the existing problems to the relevant literature. Section 3 demonstrates the proposed model and analyzing standard algorithms to classify user’s content for personalizing social network page. Section 4 analyses the process of personalization and section 5 deals with the concluding remarks.

2. Related Work

Several researchers have provided various dimensions of handling emotions and the extraction of the same from shared contents. The subsequent sections provide a few ideas proposed for analyzing three major facts: human emotions, emotions and social network, and personalization.

2.1. Human Emotions

Emotion is a joint function of a physiologically arousing situation [4] may be divided into positive and negative [5]. It can differ from men and women and be revealed from sound, color, smell, and taste [6]. Emotions can be derived from performing music, dance, and poetry where it is expressed in different nine forms viz. Love, Joy, Wonder, Courage, Calmness, Anger, Sadness, Fear, and Disgust [2, 7].

2.2. Emotions and Social Network

The view of emotion as recognition of non-verbal vocalization such as screams and laughs highlighted the cross cultural recognition of emotions [8]. With the advent of social networks in early 2000, emotions were considered to be a key factor for establishing contacts and relationship between the social network users [9]. Several attempts have been carried out by researchers to correlate emotions with the content being shared through social networks. More specifically, this exploration has been carried out with respect to interaction performed in Facebook and content shared in Twitter. Few researchers have considered other social networks for the scrutiny.

The following sections highlight some investigations focusing on associating emotions and social networks especially in Facebook and Twitter. Researchers have put in a lot of effort in realizing the dispersion of emotion through the content shared in social networks [8, 9, 10, 11, 12, 13, 14, 15] Also, it is noted that most of the emotions are exchanged through Facebook and Twitter activities.
As a popular social network, Facebook provides a good way of emotion sharing through different activities and contents [12, 13, 14, 16, 17, 18]. According to the researchers, emotion is dispersed in Facebook in the form of topics, messages, wall content, size, and density of the connectivity of individuals. It is understood from the study that the users with a dense connectivity tend to disperse more positive emotions such as happiness and surprise.

Similarly, Twitter has been serving as a good emotion diffuser through tweets [8, 14, 19, 20, 21]. According to these researchers, content, topic, messages, type of conversation, social ties, amount of network activity of individuals, participatory patterns, and language use act as emotion carriers in Twitter.

In addition to Facebook and Twitter, on-line communities such as product review communities, chat rooms [22], and other social tagging systems like Flickr [23] have also been analyzed for emotion influence.

Kim (2012) proposed a computational framework for analyzing the emotions in micro blogging like Twitter users' conversations. The analysis was done to a maximum of eight emotions (anticipation, joy, anger, surprise, fear, sadness, disgust, and acceptance) and a set of expanded seed words in Twitter conversations [19].

Hence, there arises a scope of analysis for the rest of the emotions. Ultimately, the study of the significance of emotions in social networking leads to appropriate and careful decision making in strategic formulation to attract other users to one's content. To keep the message short, content may be in any one of the form such as text or emoticons. Hence, analyzing different emoticons with respect to information sharing in a social network may also be helpful to understand the real intention or true meaning of the content.

The categorization would necessitate the mining process of emotions using text content and emoticons in social networks [24, 25]. The results of the classification process may further be used for personalization of user content that would avoid unnecessary information in social network page of a user.

2.3. Personalization in Social Network

Social networks site Facebook had been a source of emotional content diffuser through different activities [12, 13, 14, 15, 16, 17, 18]. The ultimate objective is to examine the power of emotions in social network, to analyze the user's behavior in social network. This process of behavior analysis would be helpful in the spectrum of application starting from organization knowledge building [14], social marketing, [11, 26, 27] to personalization.

Though a variety of applications were approached for social network user behavior analysis [28], a major challenge was met in personalization of shared user content to avoid undesired content in the social network pages. To start with the personalization process, it is required to perform user content classification based on the type of emotions expressed in the content. After tremendous growth of social network activities from 2008, vigorous researches have been carried out for this purpose. Typical classification process was carried out for both content and user in the social networks.
According to research, the following algorithms as stated in Table 1 have been identified as standard methodologies to perform mining and thereby handling the classification of content. Specifically, for performance of social network content classification process, a few of the mining techniques are considered to be effective.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-nominal Naive Bayes</td>
<td>It chooses the most likely label for an input, under the assumption that every input value is generated by first choosing a class label for that input value, and then generating each feature, entirely independent of every other feature [29].</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>Given labelled training data (supervised learning), the algorithm produces a finest hyper plane which classifies new samples [30].</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>This classifier works by creating a tree structure, where each node resembles to a feature name, and the branches resembles to a feature values. Tracing down the branches, you get to the leaves of the tree, which are the classification labels [31, 32].</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Predicts the probability of occurrence of an event by fitting data to a logistic function [33, 34].</td>
</tr>
<tr>
<td>Perceptron (Neural Network)</td>
<td>A classification algorithm that makes its predictions based on a linear predictor function combining a set of weights with the feature vector [35].</td>
</tr>
</tbody>
</table>

Table 1. Standard Text Classification Algorithms

Hence, an attempt is made to design and develop a model for personalization using emotion-based user content classification in social network.

3. **Methodology to Personalize Social Network**

Considering the downsides of spreading the emotions through social network content, a personalization model is created to filter the unwanted content being received by a user as illustrated in Figure 1.

To demonstrate effectiveness of the method, Twitter contents were taken into consideration and personalization of Twitter page of the user is endeavored.

The process is approached by implementing three subtasks namely, extraction of tweets through Twitter API, classification of tweets according to the expressed emotion, and finally the content filtering process to filter the unpleasant content.

3.1. **Twitter API and Tweets Extraction**

The main purpose of API is to define a set of functionalities that are independent of their respective implementation. Usually, an API is delivered in the form of a library,
including specifications for routines, data structures, object classes, and variables. In some cases, notably for Simple Object Access Protocol (SOAP) and REpresentational State Transfer (REST) services, an API comes as a specification of remote calls exposed to the API users. As far as Twitter is concerned, it is built up on REST architecture, referring to a collection of network design principles that define resources and methods to address and access data.

The following tasks applied to extract the tweets involves,

- Construction of URL
- API Key Access
- Rate Limitation

![Diagram](image)

**Figure 1. Personalization model**

3.1.1. *Construction of URLs*

The usual access into Tweets happened as an unauthorized user which could extract only minimum tweets for analysis. Therefore, the URL needed to be reconstructed using permitted key to access the Tweets as an authorized user.

3.1.2. *API Key Access*

In order to access the tweets with proper authorization, the API key provided by Twitter for the registered user needed to be obtained. The API key was further applied to reconstruct the URL and hence authorized access to tweets was established.
3.1.3. Rate Limitation

Due to the heavy usage of Twitter API, the access to twitter content was limited. For unauthorized users, it was permitted to access 150 tweets per day. On the other hand, the API accepts 15 requests per minute for authorized users.

Thus, using the Twitter API, Tweets are extracted to carry forward further analysis. To continue with the process on the shared contents, a supervised learning approach was considered for which a data store was required to be built. Hence, around 5000 Tweets were extracted and processed to form the data store.

3.2. Data Store Formation

Initially, the training set was constructed by extracting approximately 5,000 labeled tweets. To generate a training set, the social network is represented as a set of building blocks carrying out activities such as identity creation, sharing, conversation, relationship establishment, presence indication, group participation and reputation. These activities tend to share content in form of text, images and video. The content being shared among the users reflect the different forms of emotions that the user possesses at the time of information sharing. According to the design, initially a mapping is performed between the seven social network activities and nine emotions to categorize the type of activities followed for expressing different emotions. This mapping process provided an idea about the nine different emotions which is later applied in segregating the emoticons extracted from the standard library. Such segregated emoticons are stored in data store. In addition, from the collected labeled tweets, meaningful words were extracted manually and stored as a collection of words in a data store. Along with the meaning of full words, emoticons, if present, were extracted and stored in the data store. Prior to the creation of the collection of words, the manually extracted meaning of full words were subjected to pre-processing that involved the following subtasks:

- Cleaning tweets
- Removal of stop words
- Tagging of parts of speech
- Vector space model construction
- N-gram model construction

3.2.1. Cleaning of tweets

The data cleaning process of tweets was intended to remove meaningless words and involved the following subtasks:

- URL removal
- Decoding of Unicode
- Apostrophe lookup
- Slang replacement
- Removal of special characters
3.2.2. Removal of stop words

This process was implemented to remove irrelevant words from the tweets. It was performed by language stemming, which is an information retrieval process to reduce inflected words to their roots or derive the roots of words to return a complete word.

3.2.3. Tagging of parts of speech

The tagging of parts of speech involves extracting a part-of-speech-based Penn Treebank corpus, and, hence, adjectives, adverbs, nouns, and verbs are segregated.

3.2.4. Vector space model construction

A vector space model or vector model is usually created to represent any text document as vectors containing identifiers such as key terms or index terms. In this case, a set of words from tweets form a feature set. It represents each tweet as a vector of features $f = (f_1, f_2, f_3, \ldots, f_n)$ where $f_i : (1 < i < n)$ and is a nonnegative value denoting the single or multiple occurrences of term $i$ in tweet $d$. Thus, each unique term in the tweet collection corresponds to a dimension in the space.

To further improve the accuracy of text-based emotion detection, the constructed vector model was enhanced to form a collection of words containing text expressing emotions and associated semantically similar words based on WordNet [36]. The collection of words was strengthened by adding semantically similar words from the WordNet lexicon database. The process was performed by finding the similarity between text expressing emotion and the words present in the lexicon database. A cosine similarity measure, as indicated below, was applied to extract all words expressing the same type of emotions [37]. The cosine of two vectors $(w_i, w_j)$ can be derived by using the Euclidean dot product formula:

$$w_i, w_j = \|w_i\| \|w_j\| \cos \theta$$

Given two vectors of attributes, $w_i$ and $w_j$ the cosine similarity, $\cos \theta$ is represented using a dot product and magnitude as

$$\text{similarity}(w_i, w_j) = \cos \theta = \frac{(w_i, w_j)}{\|w_i\| \|w_j\|} = \frac{\sum_{i=1}^{n} w_i \ast w_j}{\sqrt{\sum_{i=1}^{n} (w_i)^2} \ast \sqrt{\sum_{j=1}^{n} (w_j)^2}}$$

Thus, a semantic container was constructed using a vector space model, which was then subjected to n-gram model construction.

3.2.5. N-gram model

An n-gram model is a type of probabilistic model used to predict the next item in a sequence in the form of an $(n - 1)$ order [38]. It uses the previous $N - 1$ words in the sequence to predict the next word and forms a sequence of $n$ items that can be syllables, letters, words, or base pairs. The model uses the Markov assumption to compute Maximum Likelihood Estimates (MLE) for the last word in the sequence by
considering the previous word (2-gram), the previous two words (3-gram), or a maximum of the previous three words (4-gram).

For a given word sequence of n words, \( W = \{w_1, w_2, ..., w_n\} \), the language model probability is rewritten as:

\[
p(W) = p(w_1, w_2, ..., w_n) = \prod_{i=1}^{n} p(w_i|w_0, ..., w_{(n-1)})
\]

where \( w_0 \) is chosen appropriately to handle the initial condition.

In this attempt, the tweets that were extracted and stored as a collection of words were tokenized into 2-gram, 3-gram, and 4-gram tokens to build an n-gram model. The initial set of MLEs was calculated for the n-grams and later optimized via interpolation of the dataset. The interpolated MLEs were assigned to all n-grams. The procedure developed for the same is detailed in Algorithm 1.

**Data:** Tweets

**Result:** feature_labels

1. **slang_dict** = {.....};
2. **remove_tags** = {.....};
3. **labelled_tweets** = [....];
4. **emotion_words** = [......];

for tweet in labelled_tweets do

    tokens = tweet.split(‘ ’);
    if word.beginswith(remove_tags) then
        tokens.remove(word)
    end
    if word.beginswith(remove tags) then
        word=slang_dic[word]
    end

tagged = POS_TAG(tokens)

end

for tag in tagged do

    tag=similarity(tag,emotion_words);
    tweet_list.add(ngram(tag,3),label);
    ngramlist.add(ngram(tag,3));
    ngramlist = set(ngramlist) ;

end

for tweet in tweet_list do

    feature={};
    for f in ngramlist do
        if f in tweet then
            feature[f] = 1
        end
    end
    feature_labels.add(feature,label)

end

Algorithm 1. Generating n-gram model and feature labels
Figure 2. Construction of n-gram model for classifier

The constructed n-grams were also stored in the data store for supporting supervised learning. Thus, the data store was developed to contain classified emotion expressing words for all nine emotions along with their emoticons and all possible n-grams from the tweets. The entire data set was considered the training data for the further process.

Along with the n-gram vector of words, emoticons that are extracted from standard Unicode consortium are also stored as reference data for further processing.

4. User Content Classification

Classification is a process of dividing the data into different classes according to the probability of constraints occurrence. The process may be approached either as a supervised or unsupervised method. The supervised approach requires a training data set with which the classification is guided while unsupervised approach deals with unlabeled classification.

To select an appropriate method of social network user content classification based on emotions, a study of existing popular classification methods is performed. Five standard procedures of classification: Multi-nominal Naive Bayes, SVM, Decision Tree, Regression, and Perceptron are considered for the study. The
effectiveness of the chosen method is tested on Tweets and is evaluated using the measures precision, recall, and F1-Score.

By comparing the performance of all the classifier it is found that the classifiers decision tree and SVM performs the best for the selected social network contents.

<table>
<thead>
<tr>
<th></th>
<th>Emotions</th>
<th>Love</th>
<th>Happiness</th>
<th>Pity</th>
<th>Furiousness</th>
<th>Heroism</th>
<th>Fearfulness</th>
<th>Disgust</th>
<th>Wonder</th>
<th>Peace</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>P</td>
<td>0.81</td>
<td>0.50</td>
<td>1.00</td>
<td>0.70</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.57</td>
<td>0.99</td>
<td>0.73</td>
<td>0.80</td>
<td>0.38</td>
<td>0.67</td>
<td>0.38</td>
<td>0.09</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>FM</td>
<td>0.67</td>
<td>0.66</td>
<td>0.85</td>
<td>0.75</td>
<td>0.56</td>
<td>0.80</td>
<td>0.55</td>
<td>0.17</td>
<td>0.85</td>
<td>0.69</td>
</tr>
<tr>
<td>SVM</td>
<td>P</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>0.72</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.68</td>
<td>0.91</td>
<td>0.93</td>
<td>0.85</td>
<td>0.94</td>
<td>0.84</td>
<td>0.94</td>
<td>0.91</td>
<td>0.93</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>FM</td>
<td>0.77</td>
<td>0.90</td>
<td>0.90</td>
<td>0.82</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
<td>0.95</td>
<td>0.96</td>
<td>0.89</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>P</td>
<td>0.69</td>
<td>0.94</td>
<td>1.00</td>
<td>0.96</td>
<td>1.00</td>
<td>1.00</td>
<td>0.94</td>
<td>1.00</td>
<td>1.00</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
<td>0.88</td>
<td>0.85</td>
<td>0.88</td>
<td>1.00</td>
<td>0.91</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>FM</td>
<td>0.80</td>
<td>0.94</td>
<td>0.97</td>
<td>0.92</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
<td>0.95</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>Regression</td>
<td>P</td>
<td>0.86</td>
<td>0.57</td>
<td>1.00</td>
<td>0.84</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.65</td>
<td>1.00</td>
<td>0.73</td>
<td>0.82</td>
<td>0.54</td>
<td>0.78</td>
<td>0.62</td>
<td>0.36</td>
<td>0.72</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>FM</td>
<td>0.74</td>
<td>0.72</td>
<td>0.85</td>
<td>0.83</td>
<td>0.70</td>
<td>0.88</td>
<td>0.77</td>
<td>0.53</td>
<td>0.84</td>
<td>0.78</td>
</tr>
<tr>
<td>Perceptron</td>
<td>P</td>
<td>1.00</td>
<td>0.93</td>
<td>1.00</td>
<td>0.65</td>
<td>1.00</td>
<td>0.88</td>
<td>1.00</td>
<td>0.86</td>
<td>0.59</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.32</td>
<td>0.40</td>
<td>0.60</td>
<td>0.52</td>
<td>0.77</td>
<td>0.78</td>
<td>0.62</td>
<td>0.55</td>
<td>0.66</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>FM</td>
<td>0.49</td>
<td>0.56</td>
<td>0.75</td>
<td>0.58</td>
<td>0.87</td>
<td>0.82</td>
<td>0.77</td>
<td>0.67</td>
<td>0.62</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 2. Performance of classifiers (P -Precision, R-Recall, FM-F1 Measure)

Figure 3. Average of precision and recall for all Classifiers
The performance of classifiers through average of precision and recall based on human emotions in expressed in social networks are portrayed in Table 2 and Figure 3.

The results obtained from decision tree approaches is found to be most suitable for tweet classification based on the users’ emotions.

5. Personalization Process

The ultimate objective to develop the unified framework is to perform personalization based on the user's dominant emotion that creates an expectation of desirable content from the social network. Generally, the personalized system is a type of information filtering application which is eventually built by representing the user's information needs and preferences based on the knowledge inferred from their log, ratings, or any other interactions performed by the users. One of the popular method applied for such filtering process is user based collaborative filtering, which is elaborated in the next sub section.

5.1. User Based Collaborative Filtering

Collaborative filtering referred to as social filtering is used to filter information for any recommender system. It processes certain characteristics with which the users have agreed upon and are likely to continue the same in the future. The method spins around three major factors such as: preferences, interests, and interests stability [39], [40]. Two different approaches are possible for user based collaborative filtering namely, user based nearest neighbor and item based nearest neighbor. In the user based nearest neighbor, a prediction on similar users based on certain characteristics is performed while in item based approach similarities between the characteristics of an individual are predicted. Hence, in the process of personalization of social network page, the item based approach is extended to synchronize with the nine emotions expressed by an individual through social network content over a period of time. Considering an individual's tweets over a month, an analysis is performed to find an expressed emotion through the contents in Twitter. The tweet count for a month, per week for each emotion is mined from the tweets posted by the individual as shown in the graph in Figure 4.

From the obtained data, it is understood that the user frequently updates contents related to happiness and heroism than content reflecting any other emotion. Thus, the analysis discovered dominant emotion of the user to be happiness and heroism for that period. Similarly, a correlation between the expressed emotion and the period is drawn to obtain the status of mood change in an individual during the mentioned period. This correlation is necessary to determine the frequency of personalization process to be carried out on social network page of an individual. On analyzing the user's dominant emotion, for the chosen user in the selected period, it was found that the happiness and love appeared to be dominant. Thus, the Twitter page is personalized according to love and happiness.
5.2. Personalization of User's Social Network Page

Personalization is the process of delivering content tailored to a particular user or segment of users. Computer systems that perform personalization on the user needs require recognizable patterns in the user's behavior. One of the method by which user behavior was ascertained is by means of the emotions expressed by them. In social networking, the contents that are shared among the users carry the emotion. Hence, the content is personalized based on the dominant emotion of users.

![Figure 4. Individual's Emotion Expressed through Tweets](image)

<table>
<thead>
<tr>
<th>User (U)</th>
<th>TR</th>
<th>TF</th>
<th>NT</th>
<th>TM</th>
<th>PC</th>
<th>PN</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>64</td>
<td>56</td>
<td>4</td>
<td>4</td>
<td>87.5</td>
<td>6.3</td>
<td>6.3</td>
</tr>
<tr>
<td>U2</td>
<td>205</td>
<td>187</td>
<td>12</td>
<td>6</td>
<td>91.2</td>
<td>5.9</td>
<td>2.9</td>
</tr>
<tr>
<td>U3</td>
<td>175</td>
<td>150</td>
<td>18</td>
<td>9</td>
<td>85.7</td>
<td>10.3</td>
<td>5.1</td>
</tr>
<tr>
<td>U4</td>
<td>316</td>
<td>298</td>
<td>12</td>
<td>6</td>
<td>94.3</td>
<td>3.8</td>
<td>1.9</td>
</tr>
<tr>
<td>U5</td>
<td>108</td>
<td>85</td>
<td>11</td>
<td>12</td>
<td>78.7</td>
<td>10.2</td>
<td>11.1</td>
</tr>
<tr>
<td>U6</td>
<td>97</td>
<td>84</td>
<td>4</td>
<td>3</td>
<td>86.6</td>
<td>4.1</td>
<td>3.1</td>
</tr>
<tr>
<td>U7</td>
<td>68</td>
<td>57</td>
<td>6</td>
<td>3</td>
<td>83.8</td>
<td>8.8</td>
<td>4.4</td>
</tr>
<tr>
<td>U8</td>
<td>76</td>
<td>68</td>
<td>4</td>
<td>4</td>
<td>89.5</td>
<td>5.3</td>
<td>5.3</td>
</tr>
<tr>
<td>U9</td>
<td>123</td>
<td>94</td>
<td>12</td>
<td>17</td>
<td>76.4</td>
<td>9.8</td>
<td>13.8</td>
</tr>
<tr>
<td>U10</td>
<td>84</td>
<td>78</td>
<td>4</td>
<td>2</td>
<td>92.9</td>
<td>4.8</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 3. Statistics of the filtered Tweets

(TR - Number of Tweets Received, TF- Number of Tweets Filtered, NT-Number of Neutral Tweets, TM-Number of Tweets Misclassified, PC-Percentage of Correctness, PN-Percentage of Neutral, PM-Percentage of Misclassification)

Finally, the developed model is evaluated using Twitter page of few users. On analyzing the user's dominant emotion for about 2 weeks, of the chosen 10 users, it was found that the happiness and heroism appeared to be dominant for 6 users, peace...
and love dominated in 2 users while 2 other users were dominant with heroism and furiousness. By applying the personalization model, the statistics of data filtered are tabulated in Table 3.

According to the obtained results, for the considered 10 chosen users, the model could provide an average of 86.7% of correctness in filtering process. While average of neutral tweets counted to 6.9% and the average wrongly classified tweets showed up to 5.6%. Thus, the impact of developed model in the personalization process appeared to be satisfactory and acceptable.

6. Conclusion

The primary contribution of this paper is the development of a novel model and system to support emotion-based personalization of content displayed in Twitter. The developed model aids in the process of personalization of social network page of a user. The developed model is evaluated by applying filtering process on the Twitter page of selected users. The model provided a satisfactory outcome of around 87%. However, the model is also yielded a notable amount of neutral and misclassification rate. The percentage of correctness and the misclassification rate might be positive and negative inflation, as the dominant emotions of the users are determined periodically. Also, the classification depends upon the dictionary created. So, the increase in knowledge size would be reflected in performance of the model and subsequently the results may be varied. To further improve the performance, the model may be extended by grouping similar user's emotions to decide the dominant emotions expressed with respect to time stamp. This factor might help in designing a common template for each emotion personalization and hence may be articulated for the entire social network users. Consequently, the process would considerably increase the harmony of social network usage by reducing the unpleasant content from each individual's perspective. The personalization approach demonstrated in this paper focuses on text information (in particular Tweets). Hence, it is expected that the method can be generalized to be used in other social networks that contain text information.
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