A hybrid finite element analysis and evolutionary computation method for the design of lightweight lattice components with optimized strut diameter
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Abstract

Components incorporating lattice structures have become very popular lately due to their lightweight nature and the flexibility that additive manufacturing offers with respect to their fabrication. However, design optimization of lattice components has been addressed so far either with empirical approaches or with the use of topology optimization methodologies. An optimization approach utilizing multi-purpose optimization algorithms has not been yet proposed. This paper presents a novel user-friendly method for the design optimization of lattice components towards weight minimization, which combines finite element analysis and evolutionary computation. The proposed method utilizes the cell homogenization technique in order to reduce the computational cost of the finite element analysis and a genetic algorithm in order to search for the most lightweight lattice configuration. A bracket consisting of both solid and lattice regions is used as a case study in order to demonstrate the validity and effectiveness of the method, with the results showing that its weight is reduced by 13.5% when using lattice structures. A discussion about the efficiency and the implications of the proposed approach is presented.
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Nomenclature

\begin{center}
\begin{tabular}{lll}
\textbf{d} & Strut diameter & \textbf{W} & Weight of a fully dense cube \\
\textbf{E} & Young’s modulus & \textbf{\varepsilon} & Strain
\end{tabular}
\end{center}
1 Introduction

The need for sustainable products and efficient use of natural resources has driven to a lightweight design trend. European Union authorities have set targets of achieving 20% energy efficiency and reducing greenhouse gas emissions by 20% until 2020, clearly shaping the picture of future European manufacturing and economy in general [1]. To tackle these challenges, the global manufacturing industry has come up with new approaches that decrease the environmental impact of the state of play practices [2]. Bionic design and topology optimization are examples of innovative design approaches that can significantly reduce the environmental impact of a part through its whole lifecycle, mainly due to weight savings, which can reach up to 40% of the non-optimized part’s weight [3], [4]. However, realizing these optimized designs is at most cases constrained by the current manufacturing technologies which are often
unable to combine product complexity with cost and resource efficiency; “most complex” still means “most expensive” and “most inefficient” from the point of view of primary resources consumption. New methods for design for additive manufacturing are developed though for enabling the reap of benefits of these methods [5].

Recent manufacturing techniques such as Powder Bed Additive Manufacturing processes allow for such innovative design approaches. One of the most applicable, is the topology optimisation, which is driven by the need to put material only where it is needed for a specific application. Topology optimised design concepts can further improve the structural performance of a component while reducing its weight. However, most of the times, the outcome of this optimisation process, is components with lattice structures which cannot be fabricated by using conventional, subtractive manufacturing processes.

Truss-like lattice structures have become an attractive option to engineers when designing lightweight metallic components as they offer a vast range of options as far as it regards design patterns, geometrical proportions, mechanical properties and suitability for specific applications. As a result, design of lattice components can become more “standardized”, offering the chance for cost and time savings. In addition, lattice structures are superior to foams and honeycombs in terms of strength-to-weight ratio and also advantageous in other than structural applications (e.g. heat transfer), due to their open structure [6].

1.1 Lattice topologies

The arrangement and the number of struts inside a lattice cell is called lattice cell topology. This topology also defines the arrangement, called lattice truss topology, of more than one cell to form a lattice truss. Common lattice truss topologies include the octet truss, tetrahedral lattice truss, lattice block, pyramidal lattice truss and 3D kagome [7], as illustrated in Figure 1. Typical strut diameters range from 100 to 1,000 μm, while the edge size for a lattice cell is in the region of 1-10 mm [8]. However, conventional processes, such as investment casting and metal forming, can be time and cost consuming for the manufacturing of lattice structures and also put limitations in the design freedom and geometrical complexity, mainly due to tool access constraints [9].
1.2 Additive manufacturing of lattice components

The recent developments in additive manufacturing (AM) for metallic materials have allowed the fabrication of parts composed entirely or partially from lattice structures with optimized geometry and enhanced dimensional accuracy [10], [11], [12]. The aerospace and medical industries are those that have benefited the most from the ability to build lattice structures without almost any design considerations. In the medical industry, lattice structures are primarily used for the fabrication of implant scaffolds [13]. On the other hand, in the aerospace industry, lattice structures are favourable mostly for their impact and compressive loading response [14] besides their lightweight nature which is crucial for this sector. Various AM processes have been applied so far for the fabrication of lattice structures. However, as AM processes can lead to various types of defects [15], [16], the quality of the manufactured parts is of major research interest. The research focus has been on optimizing the process parameters for manufacturing AM parts (as an example D’Alvise et al. has focused in the part distortion due to residual stresses and how this could be optimized through modelling [17], [18]), with few studies on the lattice structures. Yan et al. [9] investigated the dimensional accuracy and the mechanical properties of AlSi10Mg lattice structures fabricated via direct metal laser sintering (DMLS). The mechanical properties of Ti6Al4V lattice structures, built by selective laser melting (SLM) with optimized unit cell topology, were studied by Challis et al. [19]. The experimental results showed good agreement with the results from the numerical analysis. SLM was also employed by Niendorf et al. [20] when studying the effect of the geometrical dimensions of the lattice cell to the microstructure evolution during processing. Electron
beam melting (EBM) was utilized by Cansizoglu et al. [21] and Karlsson et al. [22] when investigating the mechanical properties of Ti6Al4V lattice structures. From the above, it can be concluded that studying the properties of lattice structures in accordance with the fabrication method is of major importance for two distinct reasons. In the first place, AM is a quite unexplored region [23] and the impact of the process parameters on the performance of the lattice structure has to be further investigated. Secondly, as the principal dimensions of a lattice cell (i.e. strut diameter, edge size) are at most cases comparable with the spot diameter of an AM process heat source and also the powder grain size, even minor dimensional inaccuracies can have a remarkable effect on the overall manufacturing quality of the lattice structure.

1.3 Design optimization of lattice components

As weight minimization can offer significant cost savings during the whole lifecycle of a product [3], design optimization to achieve minimum weight for lattice structures is a trending research topic. An empirical methodology for optimizing lattice structures is performing finite element analysis (FEA) in an initial geometry and then matching the number and the diameter of the lattice structure’s struts with the stress field. This methodology has been applied by Nguyen et al. [24] for optimizing the design of a micro aerial vehicle fuselage. According to the researchers, this method can offer solutions close to the global optimum. The validity of this method can be further supported by the findings of Reinhart and Teufelhart [25], who investigated the effect of the diameter, number and angle of the struts on the stiffness of torque-loaded lattice shaft. It was observed that the stiffness reached its maximum value when the struts were orientated along the flux of force. Orientating the struts along the flux of force has been also proved effective for the design of lattice beams subjected to bending [26]. The optimized beam had almost the double stiffness-to-weight ratio when compared to the standard periodic-built beam. Well-established structural optimization methodologies, such as the bidirectional evolutionary structural optimization (BESO) [27] and the solid isotropic material with penalty (SIMP) method [28] have been already applied for optimization of lattice structures. Beyond empirical methodologies and structural optimization techniques, little attention has been given to the use of generic solution space search schemes in order to obtain the optimal parameters of lattice structures. Chu et al. [29] utilized both the particle swarm optimization (PSO) and the Levenburg-Marquardt (LM) algorithms in order to optimize the strut diameters in a lattice cantilever beam for achieving minimum deflection and total weight without surpassing a stress limit. Although both algorithms resulted in very good designs, the LM algorithm converged much more quickly than the PSO algorithm. However, both algorithms needed a good initial solution in order to ensure satisfying performance. Other approaches to lattice structural optimization with the use of intelligent search methods include the use of the Sequential Quadratic Programming (SQP) algorithm [30] and the Conlin algorithm [31]. In addition to part design, optimization can be also
performed at the lattice cell level in order to explore new lattice topologies that serve more effectively specific loading conditions. Huang et al. [32] investigated the use of the bidirectional evolutionary structural optimization (BESO) technique in order to find topologies that offer maximum bulk or shear modulus.

### 1.4 Homogenization of lattice cells

In order to reach an optimal solution, the search space has to be explored and the candidate solutions have to be evaluated on their quality regarding the stress field and displacement. The exact displacement and subsequently the stress field can be obtained by the solution of a differential equation governing the behavior of the part under the prescribed loading. However, for the majority of the real parts, the solution of such an equation is practically impossible due to their geometrical complexity. The fact that more than one candidate solutions have to be evaluated increases the time and cost requirements even more. As a result, a numerical approach is preferred at most cases, which allows to decompose the part domain into simpler sub-domains and numerically solve a set of simpler equations [33]. For structural problems, the numerical method that has prevailed, among others such as the finite difference method and the boundary element method, is the finite element method (FEM) [34]. Therefore, FEA has become an essential step of every design optimization procedure. In the numerical analysis of parts with lattice structures, two different approaches can be distinguished, namely the micro-scale and the macro-scale approach [7]. In the first approach, the exact lattice structure’s geometry is modelled. However, this approach has an impact on the computational cost of the analysis, making it a hard task even for modern computers, since the geometry is very complex [35], [36]. The repeated evaluations of the objective function needed in a design optimization problem make this task even harder [37]. On the other hand, as the lattice geometry is periodic, each cell can be modelled as a volume of a homogenous material, the so called representative volume element (RVE), resulting in a macro-scale analysis and therefore reduced computational cost. The new homogenous material must have mechanical properties that will give the same response as the lattice cell. These properties are called effective material properties and can be either isotropic or orthotropic, depending on the lattice cell topology and dimensional parameters. Finding these properties requires the application of a technique known as “homogenization”. Both analytical and computational homogenization methodologies can be found in the literature. Analytical homogenization methods utilize classical solid mechanics theories, such as the Euler-Bernoulli and Timoshenko beam theories and the Hill’s anisotropic yield criterion, in order to obtain the equivalent elastic and shear moduli, Poisson’s ratio and yield surfaces for the unit cell [7], [38]-[41]. However, applying analytical methods to homogenize unit cells of complex topology is impractical and can become even infeasible as the complexity of the cell topology increases. In order to overcome this obstacle, computational homogenization methodologies
have been developed. Nguyen and Noels [36] presented a second-order computational homogenization framework for cellular materials aiming to capture accurately the buckling effects by using the discontinuous Galerkin (DG) method to formulate the problem. Dirrenberger et al. [42] used FEA to obtain the elastic moduli of two-dimensional and three-dimensional auxetic lattice cells. A very good agreement between FEA results and analytical expressions for the elastic moduli and the yield surfaces was found by Deshpande et al. [38] when studying the mechanical properties of the octet-truss lattice cell. Good agreement between finite element, analytical and also experimental results was found by Chen et al. for the homogenized properties of a novel anti-tetrachiral anisotropic lattice structure [39]. Vigliotti et al. [43] presented a methodology for accounting non-linear material behavior when performing numerical homogenization of lattice cells. The methodology was applied in the homogenization of hexagonal and triangulated cells. Numerical results from models using the homogenized properties showed good agreement with results from models with explicit modelling of the lattice structures. Karamooz Ravari et al. [44] investigated the mechanical properties of lattice structures fabricated with fused deposition modelling (FDM). Their findings indicate that in order to obtain accurate mechanical properties, the variation of the strut diameter along its axis, caused by the FDM, has to be modelled. The effect of FDM process parameters in the effective mechanical properties of cubic, dode and diamond unit cells, was investigated by Park et al. [45]. Labeas and Ptochos calculated the Elastic modulus and Poisson’s ratio of micro-lattice cellular structures and used the the derived elasticity matrices for the homogenisation of numerical models [46], [47].

1.5 Research gap

From the literature review, a research gap in the design optimization for lattice structures can be observed. Various optimization approaches, ranging from empirical ones to typical topology optimization methods such as BESO, have been proposed. However, there is no approach utilizing well-established multi-purpose optimization algorithms, so that it ends up being an easy to validate and integrate software tool for design of lattice parts. In addition, the proposed homogenization methods for lattice cells are characterized by enormous complexity and require deep knowledge in the field of mechanics of materials, being inaccessible to the average industry practitioner.

1.6 Scope of this study

This paper aims to present a user-friendly computational framework for optimizing the design of parts which feature lattice structures. The aim of the optimization is to determine the optimal strut diameter value for each lattice cell in order to minimize the weight of the part, without exceeding a certain displacement value under a prescribed loading. Initially, a FEA homogenization of the lattice cell is performed for the lattice topology and the material used. In the next step, the part’s geometry is modelled
using RVEs for representing the lattice structure so that the computational cost of the analysis is reduced. Then, with the use of a genetic algorithm (GA), an optimal solution of the strut diameter value for each cell is obtained.

The structure of the paper is organized as follows. Section 2 presents the proposed methodology. The homogenization and design optimization strategies are described in detail. In Section 3, the cell topology used in this study is presented and the homogenized properties are derived through FEA. The part geometry, the GA’s parameters and the results of the optimization are presented in Section 4. Finally, the findings of this study are summarized in Section 5 and the potential for further research is presented.

2 Method

2.1 Proposed workflow

The workflow proposed in this study consists of three phases (i.e. pre-processing, processing and post-processing) as illustrated in Figure 2. In the pre-processing phase, the user initially selects a lattice topology and the regions of the part that will be replaced by lattice cells, based on empirical observations or previous knowledge for the specific application. Subsequently, the homogenization of the lattice cell, in order to obtain its effective mechanical properties, is performed numerically with the use of FEA. For that purpose, the cell topology, the dimensional parameters that will be optimized and the material properties are defined. The validation of the homogenization results can be performed either experimentally or by comparison with existing homogenized properties found in the literature for the cell topology studied. After obtaining the effective material properties of the lattice cell, the lattice design optimization is performed. The part geometry, the lattice regions and the design constraints are defined into the GA-FEA environment. In order to use the GA for obtaining the solution of the optimization problem, the algorithm’s parameters must be defined as well. In the processing stage, the GA generates candidate solutions which are evaluated by FEA with respect to the displacement constraint. A solution, containing the optimal dimensional parameters of the unit cells, is obtained when the algorithm converges according to the convergence criterion set in the pre-processing stage. When processing has been completed and a solution has been obtained, a considerable amount of data, both from the GA and the FEA tool, has been generated. Therefore, a need for retrieving, storing and visualizing only the data that is of interest to the user exists. The data that is kept in the post-processing stage includes the optimized weight of the part, the maximum displacement of the optimal solution and computational metrics (i.e. computational time, number of generations, best and mean value at each generation) regarding the GA. The data related to the performance of the part (i.e. weight and displacement) can be used in order to
validate the effectiveness of the method in a real case study by comparison with the actual part and its performance.

![Diagram of the proposed workflow]

2.2 Homogenization

The homogenized properties of the unit cell are obtained by means of FEA. Only elastic properties are considered, in order to simplify the procedure of finding the effective mechanical properties of the unit cell. However, it should be stated that this assumption is acceptable when it is a priori known that the magnitude of the stresses in the cell is probably not going to cause plastic deformation. Therefore, this approach is not suitable when going into a more in-depth analysis, where elasto-plasticity is taken into account. The mechanical properties which are to be determined are the Young’s modulus ($E_i$) and the Poisson’s ratio ($\nu_{ij}$) in every direction. These two mechanical properties are presented hereafter in the context of the present analysis. The Young’s modulus of a cell, $E_i$, in the direction $i$ can be obtained by the linear elasticity equation:

$$E_i = \frac{\sigma_i}{\epsilon_i} \tag{1}$$

where $\sigma_i$ is the stress in the direction $i$ and $\epsilon_i$ is the strain in the same direction. If a cuboid RVE is considered, the stress in any direction is equal to the sum of the forces applied parallel to this direction divided by the area of the face normal to this direction. The strain in the same direction is equal to the
displacement, as a result of the applied force, divided by the original dimension of the RVE in this direction. The Poisson’s ratio, $v_{ij}$, is calculated as the negative ratio of the transverse strain in the $j$ direction, $\varepsilon_j$, to the axial strain in the $i$ direction, $\varepsilon_i$:

$$v_{ij} = -\frac{\varepsilon_j}{\varepsilon_i} \quad (2)$$

### 2.3 Design optimization

The problem discussed in this paper is determining the optimal strut diameter value $[d_1, d_2, ..., d_{k-1}, d_k]$ of each unit cell $i$ and for a part containing $k$ unit cells in total, in order to achieve minimum part weight. The strut diameter can take values between a lower bound, $LB$, and an upper bound, $UB$. In case the strut diameter can take only discrete values and is not a continuous variable, an integer constraint is also needed. This way, each discrete value can be mapped to an integer. In addition, the maximum absolute value of displacement shall not exceed a certain value, $maxdis$. Therefore, the problem can be formulated as following:

$$\text{minimize} \quad R = \text{Weight}(d_1, d_2, ..., d_{k-1}, d_k) \quad (3)$$

subject to the constraints:

$$LB \leq a_i \leq UB, \; \forall \; i \in [1, k] \quad (4)$$

$$\text{maximum displacement} \leq maxdis \quad (5)$$

$$a_i \text{ integers} \quad (6)$$

This optimization problem is non-linear, as the displacement field is governed by differential equations, and the solution space can become very large as the number of struts grows. As a result, finding the optimal solution with exhaustive search of the solution space can require enormously long computational time. Therefore, an intelligent search technique has to be applied. In this study, a GA is employed for the efficient search of the solution space. GAs, inspired from the natural selection process, find their roots in the mid 1970’s [48] and are one of the most efficient methods for solving hard optimization problems [49]. GAs evaluate the quality of a candidate solution, called an individual, according to its fitness, which depends on how much the objective function is minimized for the specific solution and the extent at which the solution violates the constraints set. This extent is expressed by the value of the $TotalPenalty$ parameter. Therefore, the fitness of a solution $[d_1, d_2, ..., d_{k-1}, d_k]$ can be expressed as following, since the problem investigated is a minimization one:

$$\text{fitness}(d_1, d_2, ..., d_{k-1}, d_k) = \frac{1}{R} - TotalPenalty(d_1, d_2, ..., d_{k-1}, d_k) \quad (7)$$

The GA begins with a set of initial solutions which constitute the initial population. Each solution is represented by a chromosome which consists of a number of genes, with each gene carrying a numerical
value [50]. The way that solutions are transformed to chromosome representations is called encoding. The reverse procedure, where chromosomes are transformed to solutions with the representation of the problem domain, is called decoding. As the algorithm progresses, certain solutions from one population are selected and modified suitably by the GA operators in order a new population, better than the previous one, is formed. The selection procedure is designed so that the best individuals from the current population (i.e. those with the largest fitness values) are more likely to be selected as the basis for the next generation. In the present case, FEA is used for investigating the constraint violation of a solution and thus determining the fitness of this solution. The next generation is built by two operators, namely the crossover operator and the mutation operator. The crossover operator selects genes from different parent chromosomes and combines them in order to produce a child chromosome belonging to the next generation. The mutation operator modifies the values of the genes inside child chromosomes in order to maintain genetic diversity and prevent the algorithm from getting stuck at a local optimum. A stopping criterion for the GA must also be established. Although many different stopping criteria can be found in the literature, some of the most common are limiting the available computational time, limiting the maximum number of generations or reaching a satisfactory value of the objective function.

3 Finite element analysis of a unit cell

The lattice cell studied in this paper follows the topology of a Body-Centered Cubic (BCC) unit cell, which means that it consists of 8 identical struts that start from each corner of the cell and are joined at its center. This particular lattice topology was selected due to its geometrical simplicity which makes it ideal for integrating in parts of almost any geometry and also for numerical modelling. The strut diameter, \( d \), can take values between 0.4 and 0.8 mm in steps of 0.1 mm. The selection of the lower and upper diameter bound and also the step value is deriving and is compliant to the dimensional accuracy capabilities of AM processes for metallic parts [51], [52]. The cube enclosing the lattice cell has an edge length, \( l \), which is equal to 2.5 mm. The edge length selection depends on the design characteristics of the developed component. For example, the thickness of the part and the number of cells that will be used through the thickness will determine the edge size of the lattice cell.

The weight of a unit cell \( i \) is calculated by the following formula:

\[
W_i = \frac{\rho}{\rho_0} W
\]  
(8)

Where, \( \rho \) is the density of the unit cell, \( \rho_0 \) is the density of the solid material, and \( W \) is the weight of an \( l^3 \) mm\(^3\) cube of full density and is equal to:

\[
W = \rho_0 l^3
\]  
(9)
The relative density, $\frac{\rho}{\rho_0}$, of the cell with respect to the solid material density, $\rho_0$, is calculated by the following formula:

$$\frac{\rho}{\rho_0} = \left(\frac{d}{l}\right)^2 \frac{4}{\sqrt{3}}$$ \hspace{1cm} (10)

The material used in this study is the titanium alloy Ti6Al4V. The material properties, presented in Table 1, are published by Renishaw for SLM processed Ti6Al4V [53].

Table 1. Ti6Al4V material properties.

<table>
<thead>
<tr>
<th>Physical property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus</td>
<td>113.8 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.342</td>
</tr>
<tr>
<td>Density</td>
<td>4420 kg/m$^3$</td>
</tr>
<tr>
<td>Yield strength (0.2%)</td>
<td>1070 MPa</td>
</tr>
</tbody>
</table>

In order to find the homogenized material properties of the unit cell, a number of numerical simulations were performed. For the purpose of modelling the lattice cell, beam elements were preferred against solid elements because they have less nodes offering reduced analysis time and can also produce accurate results in studies involving truss structures. The lattice cell was modelled using ANSYS BEAM188 elements. This type of elements is based on the Timoshenko theory. Thus, it takes into account shear-deformation effects and can be used for thick beam structures (i.e. radius-to-length ratio greater than 0.1). For the present case the radius-to-length ratio is greater than 0.18 when the diameter is equal to 0.4mm and therefore the use of such elements is recommended in order to ensure maximum accuracy. After a 1% displacement convergence study, each strut was divided in 40 sections along its axis and 12 sections along its circumference. The total elements the model contained were 320 in total. The mechanical properties of the cell are investigated only in one direction, as they are isotropic. A virtual compression test in order to derive the Young’s modulus is performed. The compression test is performed in only one direction, since the cell carries isotropic effective properties. For that reason, a point force $F$ of 0.5 N parallel to the $z$-axis was applied in the nodes found in all the 8 edges of the cell. The force on the top nodes was in the opposite direction than that in the bottom nodes, in order to simulate compression. In that case, the compressive stress in the $z$-direction, $\sigma_z$, can be calculated as:

$$\sigma_z = \frac{4F}{l^2}$$ \hspace{1cm} (11)
The selection of the magnitude of the force is not affecting the results, as only the elastic properties of the material are taken into consideration. The center of the cell was constrained from all 6 degrees of freedom (DOFs) in order to prevent rigid body motion due to numerical instabilities. This does not have an impact on the results, since the loads and the dimensions of the struts are symmetric with respect to the center, hence the center practically has zero displacement under this loading. The meshed unit cell along with the loading conditions and the constraints is presented in Figure 3. An example of the computed displacements is presented in Figure 4, where the results for a cell with 0.4 mm strut diameter are presented. It can be observed, from the deformed shape, that the selected element type and meshing are capable of capturing the bending of the struts.

The effective Young’s modulus in relation to the strut diameter derived from the FEA is presented in the graph of Figure 5. It can be observed that the Young’s modulus takes values between 50 and 740 MPa, following an almost exponential trend. The effective Poisson’s ratio in relation to the strut diameter is presented in Figure 6. Its values range from 0.482 to 0.492 and is also following an almost exponential trend.

Figure 3. Finite element model of the unit cell.
Figure 4. Displacement in the z-axis of a 0.2 mm strut diameter lattice cell.

Figure 5. Unit cell effective Young's modulus.
4 Design optimization case study

4.1 Part geometry and modelling

For the validation of the proposed method, a simple case was developed. The geometry was deliberately chosen to be simple, as to allow for an understanding of the validity, effectiveness and computational requirements of the proposed workflow. The part to be optimized in this paper is a bracket made of Ti6Al4V with dimensions as shown in Figure 7 and a thickness of 2.5 mm, so as to fit one lattice cell through its thickness. The weight of the part consisting by solid material is equal to 34.737 g. The bracket is subjected to a point force of 50 N parallel to the y-axis and located below the top right hole and a point force of 50 N parallel to the x-axis and located at the right of the bottom hole. In addition, the bracket is constrained from all DOFs at the internal surface of top left hole. The bracket geometry and dimensions were determined by trial-and-error so that it can withstand the prescribed loads without the von Mises stresses to surpass the material’s yield strength, but without specific considerations about efficient distribution of the material. The reason is that this study aims to propose a design optimization methodology that can be applied to any initial design with no limitations to the geometry of the parts.

A preliminary analysis is performed with a bracket consisting only of solid material in order to investigate the stress distribution and the displacements. The bracket is modelled in ANSYS using tetrahedral SOLID285 elements. After a 4% stress convergence study, the bracket was modelled with 7,907 elements in total, with the mesh getting finer at the holes’ boundaries and the sharp corners. The meshed bracket with the applied loads is shown in Figure 8. The von Mises stress and displacement in the x-axis fields are shown in Figure 9 and Figure 10 respectively. The maximum stress is observed in the corner between the
longitudinal and transversal parts of the bracket and is almost equal to 48.081 MPa. The maximum absolute value of the displacement in the x-axis is observed in the top rightmost region and is equal to 0.0213 mm. Based on the stress distribution obtained, the regions of solid material to be replaced with lattice structures are determined as presented in Figure 11. The illustrated areas are those that have the lowest von Mises stresses compared with the rest of the part. Taking into account, that the lattice cells are behaving as a material with much less strength than the solid material, this selection is made so that it is ensured that the lattice structure will not collapse due to high stresses.

The bracket consisting of both solid material and lattice structures is then modelled. The lattice cells are modelled as RVEs using hexahedral SOLID185 elements. During the optimization, each lattice cell will have the material properties corresponding to its strut diameter as calculated previously. The solid material is modelled with SOLID285 elements as in the preliminary analysis. The model is presented in Figure 12, where the lattice regions are marked with purple color. A verification analysis using the material properties of the solid material in every region of the bracket is performed. The results are compared with the preliminary analysis, in order to verify that modelling certain regions with brick elements, instead of tetrahedral elements, has no or little effect in the results. As it can be observed from Figure 13, the stress distribution is the same as when the bracket is meshed with tetrahedral elements. In addition, the maximum von Mises stress is only 0.9% greater when using brick elements for the lattice regions. Therefore, it can be assumed that the effect of using brick elements for modelling the lattice regions is negligible.

In the present case, each lattice cell can have an independent value for the strut diameter, \( d \), as described in Section 3. Since \( d \) can only take discrete values, the optimization problem is an integer optimization problem. The variable representing the diameter can take an integer value between 1 and 5 with each value representing the real diameter value from 0.4 to 0.8 in steps of 0.1 mm. The design constraint for the bracket is that the maximum displacement in the x-direction must not exceed the value of 0.072 mm.

In case all the cells have the minimum value for \( d \), achieving the minimum possible weight, the maximum displacement in the x-direction has been found to be 0.073 mm. On the other hand, in the case that all the cells have the maximum values for \( d \), resulting to the maximum possible weight, the maximum displacement in the x-direction has been found to be 0.071 mm. Therefore, the aforementioned design constraint is intentionally set in order to investigate the capability of the GA to effectively search the solution space and find a near-optimal solution. Since the total number of cells is 96, the optimization problem can be expressed as:

\[
\text{minimize} \quad R = \sum_{i=1}^{96} Weight(d_1, d_2, ..., d_{95}, d_{96})
\]

subject to the constraints:
\[ 1 \leq d_i \leq 5, \; \forall \; i \in [1, 96] \]  \hspace{1cm} (13)

maximum displacement \( \leq 0.072 \) \hspace{1cm} (14)

\( d_1, d_2, \ldots, d_{95}, d_{96} \) integers \hspace{1cm} (15)

Figure 7. Bracket dimensions.

Figure 8. Finite element model of the solid bracket.
Figure 9. Von Mises stress results for the solid bracket.

Figure 10. Displacement in the x-axis results for the solid bracket.
Figure 11. Lattice regions of the bracket.

Figure 12. Modelling of the bracket using brick elements for the lattice structure.
Figure 13. Von Mises stresses using brick elements for the lattice regions.

4.2 Genetic algorithm

The GA utilized in this study is the one that comes integrated in the MATLAB programming environment [54]. As GAs have been a research topic for more than 40 years [42], many different implementations can be found in the literature. The reasons for selecting the specific GA have mainly to do with user-friendliness. The MATLAB was chosen due to its strong pre- and post-processing capabilities and the simplicity of interfacing it with ANSYS, through a DOS prompt command. Furthermore, as the algorithm is ready to use out of the box, valuable developing time is saved and the user can focus on the engineering aspect of the optimization. On the other hand, the selection of the MATLAB GA comes with a remarkable trade-off. The algorithm does not allow the use of different selection, mutation and crossover operators than the already implemented. However, as the scope of this study is to propose a methodology for lattice design optimization, making the algorithm more efficient by using other operators is not investigated.

The selection function and the crossover and mutation operators of the algorithm are described in [55] and are designed so that the variables are enforced to take only integer values. Due to the presence of the integer constraint, the function optimized is not the objective function but the penalty function [54]. Selection of the best individuals in a population is performed using the tournament method. In this method, a number of tournaments are played between a number of individuals equal to \( t \). The best individual from each tournament progresses to the mating pool (i.e. the set of individuals whose genes
will be transferred to the next generation) in order to participate in the reproduction. If the selection is carried out systematically, each individual will participate in exactly \( t \) tournaments. Thus, the overall best individual in the population will have \( t \) copies of himself in the mating pool, while the worst individual will have no copies at all. For crossover, the Laplace methodology is used as described in [56], suitably modified to treat integer variables. The mutation operator is based on the mutation methodology described in [57], also modified to produce only integer solutions. A truncation procedure takes place after mutation and crossover in order to ensure that the variables satisfy the integer constraint. The variables that are not integer are truncated to one of the two nearest integer values with a probability equal to 0.5. The algorithm handles the inequality constraints with a method described in [58].

The parameters of the algorithm are presented in Table 2. Since this study aims to show that the GA is capable of reaching a near-optimal solution for the specific problem, the parameters are set in such a way that the convergence of the algorithm is investigated. It should be stated that the GA belongs to the “random walk” algorithms and as a result the convergence criteria depend on the nature of the problem studied each time and can be set empirically or by using previous knowledge. In our case, convergence is considered to be achieved after 10 generations where the relative change in the best penalty value is lower than \( 10^{-6} \). Thus, the probability of being stuck in a local minima and assume that the algorithm has converged is limited. The population size for each generation was set equal to 10. Considering that for every individual a FEA is required to assess its penalty, the population size has a small value in order to reduce the computational time per generation. The number of generations and the time limit are infinite so that the algorithm does not stop before it converges.

Table 2. Genetic algorithm parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations</td>
<td>Infinite</td>
</tr>
<tr>
<td>Population size</td>
<td>10</td>
</tr>
<tr>
<td>Stall generation limit</td>
<td>10</td>
</tr>
<tr>
<td>Time limit</td>
<td>Infinite</td>
</tr>
<tr>
<td>Tolerance</td>
<td>( 10^{-6} )</td>
</tr>
</tbody>
</table>
4.3 Optimization results

The algorithm was found to converge, according to the criteria described above, after 68 generations. The optimal weight was found to be 30.041 g. The maximum displacement in the x-direction was found to be 0.072 for the optimal solution, which means that the algorithm converged to the global optimum as the displacement is equal to the maximum allowed value. The time needed for the algorithm to converge was 2592 s on a dual-core Intel i5 computer, with the largest portion of the time used for the FEA runs. The best and mean penalty value is illustrated for each generation.

In case that no feasible solutions have been generated by the algorithm, the penalty value of the infeasible solutions is equal to their constraint violation, according to how the MATLAB GA works [54]. For feasible solutions, the penalty value is equal to the objective function. This is the reason that while for the first 3 generations the penalty value has a value close to zero, then it suddenly rises to a value close to 30. The first 3 generations contain only infeasible solutions, as illustrated in Figure 14 where the best and mean penalty values for each generation are shown. The value close to zero derives from infeasible solutions that violate the displacement constraint. The infeasibility of the solutions is caused by the randomness of the initial population. For a computationally optimized study, the initial population can be properly modified in order the algorithm to reach the feasible region more quickly. On the other hand, when the penalty value is close to 30, it is obvious that we have feasible solutions, with the penalty value being equal to the weight of the part. The best and mean penalty values for the generations that produced feasible solutions are presented in Figure 15. It can be observed that the convergence of the algorithm starts at about 40 generations from the beginning of the optimization. Convergence can also be observed by the distance between the mean and the best fitness which is almost zero after the 60th generation, meaning that the diversity of the population is very low and new solutions with significantly lower penalty values cannot be found.
4.4 Discussion

The use of lattice structures can offer significant weight reductions in the final part. The weight of the part was decreased by almost 13.5% with the use of lattice structures. It has be shown that with the use of the GA for design optimization, the maximum displacement can be kept below a certain limit determined by the part mechanical performance requirements. In addition, it has been observed that homogenization can offer a time-efficient solution to the problem of modelling lattice structures. Nevertheless, the design optimization procedure is mostly based on an empirical approach by the user, since a robust methodology for replacing solid regions of the part with lattice structures has not yet been developed.
From a computational perspective, the convergence of the GA to the optimal solution is slowed down by the fact that only infeasible solutions are generated in the first generations. As industrial needs dictate for time-efficient solutions and as the computational cost of the FEA is radically increasing for parts of larger scale, the convergence of the algorithm should be accelerated by modifying the initial population in order to contain one or more feasible solutions. Faster convergence will have a remarkable impact on the number of the necessary FEA runs for evaluation of all the candidate solutions’ fitness. The effect of running both the GA and FEA from the same programming environment (e.g. both in MATLAB or both in APDL) on the total computational cost should be further investigated. However, the implementation of such a concept is not user-friendly since it requires much more amount of programming effort than the implementation presented in this study.

5 Conclusions

This paper demonstrates a novel methodology, which combines FEA with evolutionary optimization, for lightweight design of parts with lattice structures. Each lattice cell is replaced by a RVE, in order to reduce the computational cost. Simulation with the use of FEM is used in order to determine the effective mechanical properties (i.e. Young’s modulus and Poisson’s ratio) of the RVE with respect to the strut diameter. A GA is then utilized in order to find the optimal strut diameter for each cell of the lattice structure, in order to achieve minimum weight while not exceeding a certain value of the maximum displacement in the x-axis.

The optimization results showed that the weight of the part is decreased by 13.5% when replacing certain regions of solid material with lattice structures. However, the maximum displacement was radically increased due to the lower elastic modulus of the lattice cells compared to the solid material. The maximum displacement can be held under a limit, determined by the performance requirements of the part, by implementing a design constraint in the GA. The use of the MATLAB GA has been proven capable of offering a user-friendly optimization environment, giving the opportunity to non-experts in the field of computer programming to implement the proposed workflow.

As the findings of this study show potential for further research, a number of topics for future work have been identified. From a computing perspective, future efforts will focus on investigating the effectiveness of optimization algorithms other than the GA, techniques to achieve faster convergence of the algorithms and also the integration of the optimization solver with the finite element solver into a single software tool. Furthermore, experimental validation is a strong prerequisite in order the aforementioned developments to become a robust tool for lattice design optimization. Experimental validation will be performed in two steps. In the first step, the finding of the lattice homogenization will be validated by
compressive test of an actual lattice core. Secondly, the geometry of the case study will be fabricated by means of SLM and the optimal design found by the GA will be evaluated. Finally, as AM processes are constantly rising in popularity for the fabrication of lattice structures, the lattice optimization tool has to be supported by a library containing data about the lattice topologies and cell dimensional parameters that are feasible to be fabricated by AM processes and also models of the dimensional instabilities that are caused when building features at very small scales.
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