Development and validation of a multiple-choice questionnaire-based theoretical test in direct ophthalmoscopy
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Abstract

Purpose: Direct ophthalmoscopy can reveal systemic, neurologic, and ophthalmic conditions; but is poorly mastered among young physicians. A theoretical test is needed to measure effect of educational interventions. We developed and gathered validity evidence for a multiple-choice questionnaire (MCQ)-based theoretical test in direct ophthalmoscopy.

Methods: The MCQ was developed by interviewing experts. Then, validity evidence was evaluated using Messick’s validity framework. Content was ensured by inviting the experts to contribute in a Delphi-like process. Response process was ensured by piloting and by streamlining all instructions. Then, the test was taken by ophthalmologists and by medical students without experience in direct ophthalmoscopy. Results were used to evaluate internal structure (item quality analysis and internal consistency), relations to other variables (correlation of test scores to experience level), and consequences (establishment of pass-fail score and the consequences of its use).

Results: The first phase of the study yielded 100 MCQs. In second phase, we identified that 60 items fulfilled predefined relevance and item quality requirements. These items demonstrated very high internal consistency (Cronbach’s alpha = 0.95), significantly discriminated medical students from specialists (P < 0.001, independent samples t-test), and the established pass-fail score of 50 (83 %) correct answers resulted in no false positives (students passing) and no false negatives (specialists failing). A Decision study identified that sampling 15 items suffice for certification.

Conclusion: We developed and validated an MCQ-based theoretical test in direct ophthalmoscopy that enables an evidence-based approach to measuring, evaluating, and certifying the theoretical knowledge necessary for direct ophthalmoscopy.
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Introduction

Direct ophthalmoscopy is an important part of the medical curriculum that enables basic examination of the posterior section of the eye. Direct ophthalmoscopy can be performed quickly and reveals a number of sight- and life-threatening conditions (Bruce et al. 2011, Ting et al. 2016, Morad et al. 2004, Mackay et al. 2015), wherein rapid diagnosis is crucial for best possible clinical outcomes (Leske et al. 2003, Bacon et al. 1993, Chawla et al. 2016, Rasmussen et al. 2015, Patil et al. 2016, Georgouli et al. 2011, Eijk et al. 2016). Proficiency in the skill is expected of all young medical graduates (International Task Force on Ophthalmic Education of Medical Students 2006). However, direct ophthalmoscopy is one of the poorest mastered clinical skills among young physicians (Ringsted et al. 2010). Studies have revealed that the lack of proficiency and confidence in the skill leads to avoidance of the ophthalmoscopic examination in the clinical practice (Bruce et al. 2011, Ringsted et al. 2010, Nicholl et al. 2012, Gupta & Lam 2006).

The acquisition of cognitive skills provides trainees with a theoretical foundation to perform and improve technical skills (Kohls-Gatzoulis et al. 2004). A test is needed to ensure sufficient theoretical knowledge, and testing also improves later retention of information, which is also known as the testing effect (Kromann et al. 2009). Important decisions regarding type, format, content, validity, reliability, and cost-effectiveness need to be made when developing a test (Schuwirth & van der Vleuten 2003). Written tests are more cost-effective and reliable than other assessment types. Written tests can have different formats. Multiple-choice questions (MCQs) have several advantages: MCQs can assess a large area of knowledge, are reproducible, have high reliability, and have relatively lower answering and score time (Schuwirth & van der Vleuten 2003).

To our knowledge, no such MCQ is available for testing theoretical knowledge in direct ophthalmoscopy, which have been developed using best-practices for MCQ-development and where evidence of validity has been collected using any modern validity framework. If MCQs are not carefully developed using evidence-based best-practices, they can be flawed and results obtained from such flawed MCQs may not measure what is intended to measure. Collecting evidence of validity allows one to evaluate to what extent a test measures what is intended to measure. In this study, we developed a theoretical test of proficiency in direct ophthalmoscopy using best-practice in MCQ
development and collected validity evidence using Messick’s validity framework (Downing &
Yudkowsky 2009, Thomsen et al. 2015).
Methods

Study design

Our study consisted of two consecutive phases. In the first phase, we developed the MCQ test. For this part of the study, we recruited five content experts from five different centers (from Denmark and Germany). Four were clinical professors in ophthalmology and one was a clinical associate professor in ophthalmology who is head of the ophthalmology course for medical students. All content experts were active instructors in ophthalmology and direct ophthalmoscopy in medical schools. In the second phase, we collected validity evidence for the developed MCQ test. For this part of the study, we recruited participants defined as either inexperienced novices (medical students with no experience in direct ophthalmology) or experienced specialists (specialists in ophthalmology). Medical students were eligible if they had clinical training (i.e. they must have a conceptual understanding of the importance of clinical examination) but not received any ophthalmoscopy training. Specialists in ophthalmology were defined as those who had completed their residency.

Our study protocol was presented to the ethics committee of the Capital Region of Denmark, which deemed that approval was unnecessary due to the nature of the study and gave a waiver (jr. no. 17028552). All aspects of the study followed the ethical principles of the Declaration of Helsinki. Participants were informed about the study and gave informed consent prior to participation.

Phase 1: Development of the test

We first reviewed the literature, including several examples of books used in medical education of ophthalmology (Harper 2016, Fahmy et al. 2013, Bek et al. 2016). In addition, we also reviewed the Principles and Guidelines of a Curriculum for Ophthalmic Education of Medical Students by the International Task Force on Ophthalmic Education of Medical Students (2006) of the International Council of Ophthalmology. This publication is a consensus statement from multiple international panels established to facilitate streamlined curricula for training of medical students in ophthalmology. This consensus statement includes knowledge and skills that are considered necessary when training medical students in ophthalmology, and it also includes the use of direct ophthalmoscopy in different scenarios of clinical practice.
We conducted unstructured interviews with content experts (n=5) based on the reviewed literature. We initiated the interviews with the question “What do you consider as relevant theoretical knowledge when performing a direct ophthalmoscopic examination?” and followed up with elaborative questions on the themes and issues raised by the experts. Interviews were recorded, transcribed, and analyzed to identify themes and issues, upon which questions and items were constructed. All questions and items were constructed according to the MCQ guidelines by Case and Swanson (2001), and inspired by Haladyna and Rodriguez (2013). The selected item format was one-best-answer questions with a stem consisting all necessary information and three options with one best answer and two misleading options (Case & Swanson 2001, Haladyna & Rodriguez 2013). All three options were made as homogeneous as possible and within the same thematic category.

Phase 2: Validity evidence of the test

We collected validity evidence by following the contemporary framework of validity by Samuel Messick (Downing & Yudkowsky 2009, Thomsen et al. 2015). Messick describes five sources of validity evidence: content, response process, internal structure, relationship to other variables, and consequences. Each is described briefly in the following with a specific strategy to collecting validity evidence.

Content (i.e. relevance of the test content to different aspects of direct ophthalmoscopy): Four content experts evaluated the MCQs in a Delphi-like process, where all constructed MCQ items were commented and evaluated until the finally phrased MCQ item were rated on a scale from 1 (completely irrelevant) to 5 (extremely relevant) (Savran et al. 2014, Savran et al. 2015, Jensen et al. 2016). Experts were motivated to comment the phrasing, the clarity, and to suggest new MCQ items. Rephrased items were sent for re-evaluation. We defined relevance as those items receiving an average score of ≥3 and where no content expert rated 1 (in other words, items were discarded if rated 1 by at least one expert or rated <3 on average). These selection criteria were not revealed to the content experts to avoid bias. Included MCQ items were piloted on four students, wherein the final wording and clarity of the items were ensured.

Response process (i.e. elimination or control of potential sources of bias): After the pilot study, all MCQ items were answered by medical students and by specialists in ophthalmology. Medical
students were recruited through advertising on social media. Specialists were recruited from the Department of Ophthalmology at Zealand University Hospital. The same test instructor presented the test to all participants based on pre-defined set of instructions (participants were supervised for the duration of the test, and they were not allowed to use handbooks, access web resources, or ask for help) to ensure streamlining of the response process.

**Internal structure (i.e. degree to which different items that measure comparable constructs produce consistent results):** Power calculation was not made since it was not possible to make qualified assumptions towards scores on the newly developed test. We decided to recruit 10 specialists in ophthalmology and 20 medical students to assume normal distribution (≥10 participants in each proficiency level (Bloch & Norman 2012)) and to be able to detect clinically relevant differences (i.e. our test to be relevant it must be able to discriminate between a typical class of students and 10 specialists). After testing individuals of different competency levels (medical students and specialists in ophthalmology), we used the data to evaluate item quality based on item difficulty and item discrimination (Downing & Yudkowsky 2009). Level I items are considered to be the best fit, and they are of middle difficulty (item difficulty: 0.45 to 0.75) with high discriminatory ability (item discrimination ≥ 0.20) (Haladyna & Rodriguez 2013). Level II items are considered to be the next in line, and are relatively easy questions (item difficulty: 0.76 to 0.91) with high discriminatory ability (item discrimination ≥ 0.15) (Haladyna & Rodriguez 2013). Level III items are difficult items (item difficulty: 0.25 to 0.44) with some discriminatory ability (item discrimination ≥ 0.10), which are preferably not included in a test (Haladyna & Rodriguez 2013). Level IV items are the rest with the poorest quality (item difficulty: <0.24 or >0.91, regardless of item discrimination) (Haladyna & Rodriguez 2013). Item level III and level IV were discarded, as is recommended for MCQ development (Downing & Yudkowsky 2009). The remaining MCQ items were subject to reliability testing to evaluate consistency quality.

**Relationship to other variables (i.e. correlation of test scores to other external variables such as level of competence):** We evaluated relationship to other variables by comparing test results between groups from different competency levels (medical students and specialists in ophthalmology).

**Consequences (i.e. consequence of obtaining a certain test score):** We established a pass-fail standard using the contrasting groups’ method on the score distribution from the medical students
and the specialists (Jørgensen et al. 2018). The identified pass-fail score was used to explore the consequences of the identified standard: false positives (i.e. medical students who pass the test) and false negatives (i.e. specialists who fail the test) (Jørgensen et al. 2018).

**Statistical analysis**

Statistical analyses were performed using SPSS v. 23.0.0.0 (IBM Corp., Armonk, NY, USA) and G string III software (Papaworx, Hamilton, Ontario, Canada). Items were categorized into four levels (I, II, III, and IV) based on item difficulty (percentage of correctly answered items) and item discrimination using point biserial correlation statistics (Downing & Yudkowsky 2009). Internal consistency was explored by calculating Cronbach’s α. Test scores between medical students and specialists were compared using independent samples t-test. P-values below 0.05 were interpreted as statistically significant. The intersect between the corresponding distribution curves were defined as the pass-fail score (contrasting groups’ method) (Jørgensen et al. 2018). Based on Generalizability Theory and a Decision Study, we investigated how internal consistency measured as Generalizability coefficient would change when decreasing the number of MCQ items. This approach allows determining the minimal number of MCQ items needed for certification (>0.8).
Results

Content
A total of 100 MCQ items were developed based on the expert interviews. In the first Delphi-like iteration (100 items), 21 items were discarded, 52 items were rephrased based on comments from the experts, three new items were suggested, and 27 items were included in the final test without any changes. In the second Delphi-like iteration (55 items), four items were discarded, 22 new items were suggested, and 51 items were included in the final test. In the third Delphi-like iteration (22 items), 18 items were excluded and four items were included. This process yielded a total of 82 MCQ items (Figure 1).

Response process
We recruited a total of 30 participants to take the developed test (20 medical students and 10 specialists in ophthalmology) (Table 1). All had the test presented and supervised by the same instructor.

Internal structure
The items were categorized in four classification levels (I, II, III, and IV) (Figure 2). This resulted in 42 items in level I (middle difficulty), 18 items in level II (easy), 9 items in level III (difficult) and 13 items in level IV (very easy or very difficult). Only items levels I and II were included in the final test (a total of 60 items), and the 22 level III and IV items were excluded. Final test with MCQ items (n=60) showed a very high level of internal consistency at Cronbach’s α = 0.95 (95% CI: 0.91 to 0.97).

Relationship to other variables
Relationship to other variables was investigated using the final test with 60 MCQ items. Each correct answer gave 1 point whereas incorrect answers gave 0 points. Hence, the overall test scores could range between 0 to 60. Medical students obtained a score of 30.0 ± 4.3 (mean ± standard deviation) (~50% correct on average). Specialists in ophthalmology obtained a score of 57.4 ± 1.6 (mean ± standard deviation) (~96% correct on average). These scores differed significantly (P < 0.0001, independent samples t-test). Because more specialists were females (P = 0.05, Exact test), we explored if differences between groups were gender-related and found no evidence of such (P = 0.208 for medical students, P = 0.713 for specialists in ophthalmology, when testing across genders using independent samples t-test).
Consequences

The score distributions of the medical students and the specialists intersect at 49.7 points (~50 points (~83% correct), which represents the pass-fail point according to the contrasting groups’ method (Figure 3). At this pass-fail score, no medical students passed (false positive = 0%) and no specialists failed (false negative = 0%).

Sampling MCQs for a smaller test

We found that sampling a minimum of 15 of the 60 identified MCQ items is needed to obtain an internal consistency that is required for certification purposes (Figure 4).
Discussion

In this study, we used a two-phased approach to develop and validate a theoretical test in direct ophthalmoscopy. We chose the MCQ format since it is argued that selected-response is the most suitable test format when testing knowledge and possesses the advantages of being low cost, the ability of testing large areas of knowledge in less time, and high reproducibility and reliability (Haladyna & Rodriguez 2013). Our final product from this study is a theoretical test with 60 MCQ items possessing strong validity evidence. We identified that sampling only 15 of these MCQ items suffice for certification purposes, which allows the 60 MCQ items to be used as a question bank.

The relevance of teaching medical students direct ophthalmoscopy has been discussed extensively (Yusuf et al. 2015, Purbrick & Chong 2015, Appleton & Nicholl 2016, Hill et al. 2016, Imonikhe et al. 2016). Critics argue that the procedure is too difficult, it is carried out too rarely, and when it is finally done, the quality of the procedure is poor, and the users confidence in their findings is low. Furthermore, there is little time for training in the undergraduates’ curriculum (Purbrick & Chong 2015, Appleton & Nicholl 2016). Purbrick and Chong (2015) [51] suggest implementing fundus photography instead of teaching in the use of direct ophthalmoscopy. Others argue (Yusuf et al. 2015, Hill et al. 2016, Imonikhe et al. 2016) that performance of direct ophthalmoscopy has great diagnostic value and is a fundamental clinical skill that should be taught to all medical students. Immediate access to an ophthalmologist is not universal and clinical eye examination of a patient including direct ophthalmoscopy is essential in correct handling of the patient (Yusuf et al. 2015). The Principles and Guidelines of a Curriculum for Ophthalmic Education of Medical Students by the International Task Force on Ophthalmic Education of Medical Students (2006) of the International Council of Ophthalmology support this opinion and suggest teaching all medical students direct ophthalmoscopy.

Our expert panel for the first phase of the study had an overweight of experts in retinal diseases, which could be argued to influence the focus. Other ophthalmologists, or neurologists, emergency physicians, and family medicine practitioners might have provided other important insight. On the other hand, since examining the retina is the focus when using direct ophthalmoscopy, an overweight of experts in retinal diseases can also be considered very suitable. The selection of experts has been a point of debate when using the Delphi method. Critics argue that simply because individuals have knowledge of a specific area does not necessarily make them sufficient experts. Furthermore,
there is a potential of bias when selecting experts and the final panel may consist of the most willing

experts and not necessarily the most competent (Graham et al. 2003). There is no gold standard
describing how to select experts or how many experts are needed. A rule of thumb is that the reliability
improves as the number of panelists increases (Graham et al. 2003). Streiner and Norman (2008)
recommended 3-10 experts in the panel. We included five experts to the interviews and four of the

experts attended in the Delphi-like process.

Our item analysis caused exclusion of 22 items that were either too difficult, too easy, or
demonstrated poor ability to discriminate between proficiency levels. The final test consisted of 60
items that were either level I or II. These items demonstrated a very high level of internal consistency
(Cronbach’s $\alpha = 0.95$) well beyond the level required for certification purposes ($> 0.8$) (Downing
2004). Because the entire test has such a high level of internal consistency, it is possible to sample a
smaller number of items (15 MCQ items) and still remain possess an internal consistency required for

certification.

In this study, we used contrasting groups’ method to identify a pass-fail score of 83%

(Jørgensen et al. 2018). There are several methods to determine a pass-fail score (Downing &
Yudkowsky 2009, Goldenberg et al. 2017); however, in a study aimed at setting pass scores for
surgical tasks using Objective Structured Assessment of Technical Skill, De Montbrun et al. (2015)
demonstrated that contrasting groups identify cut-off points at levels that are similar to those identified
using other methods (i.e. borderline group and borderline regression) and provided evidence of
consistency across the different methods. In contrast to contrasting groups’ method, borderline-based
methods require a group defined by being at the border of passing (i.e. 50% of the participants in the
group should pass). Such a borderline group can be hard to identify, especially in a relatively
unexplored field in direct ophtalmoscopy in terms of assessment and evaluation.

Important strengths and limitations should be noted. It is of upmost importance to follow
contemporary best-practices when developing effective MCQs. In this study, we followed such
practices that have been published by Case and Swanson (2001) and Haladyna and Rodriguez (2013).
We diverged slightly from one recommended practice. Haladyna and Rodriguez (2013) suggest that
when content experts are involved in item development (such as those in our phase I), they should first
be thoroughly trained in item construction theories to better understand the notion of the feedback to
give. We did not find this endeavor to be feasible or realistic within our content experts’ time schedule, so instead we trained the interviewer in item construction theories. Although this approach may yield results of acceptable quality, which we also show in this study; theoretically, if experts had been more aware of the end-product, they could have tailored their responses so that more or better questions could have been obtained. Evaluation of validity is an evaluation of whether a test is measuring what it is supposed to measure (Downing & Yudkowsky 2009). We followed the contemporary framework of validity described by Samuel Messick, which is a major strength of this study and an approach that is called for in the literature, which unfortunately is dominated by obsolete validity frameworks (Korndorffer et al. 2010, Borgersen et al. 2018). When using the contemporary framework by Samuel Messick, the validity evidence of a constructed test is evaluated from multiple sources, including content, response process, internal structure, relationship to other variables, and consequences. An evaluation from multiple sources is important and gives a comprehensive view of validity.

Considering the overall validity evidence, we suggest that our test can be used for measuring, evaluating, and certifying in theoretical aspects of direct ophthalmoscopy. This fills a gap in our current available toolset as educators, and we can now perform a range of interesting studies. For examples, interns who are expected to perform direct ophthalmoscopy can be screened for relevant knowledge, in a cheap and rapid manner. Or we can evaluate the yield of different educational initiatives using a more valid and reliable outcome measure. For example, one recent study found that participating in an art course significantly improved the observational skills in ophthalmology (Gurwin et al. 2018). Such interesting initiatives are currently very hard to evaluate and compare because of a lack of an outcome measure. This exact lack is addressed in our study. We have developed 60 well performing MCQ items on ophthalmoscopy knowledge (Supplementary file). Subsets of these items (minimum 15) can be used to create tests for certification purposes or to compare different teaching methods and strategies as well as evaluation of new teaching methods. We advise inclusion of a test in standardized evidence-based training programs.
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Table 1. Characteristics of the participants who took the developed test to collect validity evidence.

<table>
<thead>
<tr>
<th></th>
<th>Medical students (n = 20)</th>
<th>Specialists in ophthalmology (n = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, mean (SD)</td>
<td>23 (3)</td>
<td>46 (8)</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>7 (35)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Previous experience*, median (IQR)</td>
<td>0 (0 to 0)</td>
<td>1,000 (200 to 2,000)</td>
</tr>
</tbody>
</table>

Abbreviations: SD = standard deviation; IQR = interquartile range.

*: Previous experience was defined as number of ophthalmoscopies performed previously.
**Figure legends**

**Figure 1.** Flowchart of the Delphi-like process in which the content of the test was determined through content expert consensus on phrasing and relevance. A total of 82 MCQs were included for further evaluation.

**Figure 2.** Item analysis. Horizontal axis: Item discrimination; the higher item discrimination, the higher discrimination ability of the item. Vertical axis: Item difficulty; refers to the proportion of examinees who answered an item correctly (an item difficulty of 1.00 means that 100% of the examinees answered the item correctly). Item class: All items were categorized in four levels based on item discrimination and item difficulty. Level I (middle difficulty and high discriminatory ability), Level II (easier difficulty with high discriminatory ability), Level III (too difficult), Level IV (too easy or too low discriminatory ability). Level I and II items were included in the final test.

**Figure 3.** The contrasting groups’ method is used for consequence analysis to establish a pass-fail score. The score curves from the medical students (green) and the specialists (blue) are used to identify the intersection point (black vertical line) and thereby the pass-fail score (49.7 ~ 50 points). The intersect is shown at a larger zoom in the red box.

**Figure 4.** Generalizability coefficient for increasing number of MCQ items obtained through a Decision study allows exploring whether sampling a smaller number of MCQs is possible while still possessing an internal consistency required for certification. Stripes show that sampling only 15 MCQ items suffice.