Adaptive neuromechanical control for energy-efficient and adaptive compliant hexapedal walking on rough surfaces

Dissertation

ZUR ERLANGUNG DES MATHEMATISCH-NATURWISSENSCHAFTLICHEN DOKTORGRADES “DOKTOR RERUM NATURALIUM” DER GEORG-AUGUST-UNIVERSITÄT GÖTTINGEN

vorgelegt von

Xiaofeng Xiong

aus Hainan, China

Göttingen 2015
Referentin/Referent: Prof. Dr. Florentin Wörgötter
Koreferentin/Koreferent: Prof. Dr. Ulrich Parlitz
Tag der mündlichen Prüfung: 08/06/2015
Abstract

The control of multi-legged animal walking is a neuromechanical process where the nervous system produces neural signals to activate the muscles for driving the skeletons (e.g., legs and joints). To model and achieve this process on an artificial multi-legged machine is a difficult and challenging problem. This is because the process needs to model the interaction among the redundant nervous system (i.e., multiple neurons and synapses) and the redundant musculoskeletal systems (i.e., dozens of muscles and joints). Moreover, the two (i.e., neural and musculoskeletal) intrinsic redundancies lead to the kinematic redundancy where determining the joint angles that result in the particular positions at the endpoints of the legs is a tough task. The neurophysiologist Nikolai Bernstein pointed out, these three redundancies cause the difficulties of modeling and achieving a neuromechanical process on an artificial system with many degrees of freedom (DOFs). The modeled neuromechanical process needs in real time 1) to coordinate very many DOFs of jointed legs and muscle-like mechanisms, 2) to generate the proper leg stiffness (i.e., compliance), and 3) to determine joint angles that give rise to particular positions at the endpoints of the legs.

To show a way forward to model these three sub-processes, here we develop and implement neuromechanical controller coupled with sensorimotor learning on the hexapod robot AMOS with 19 DOFs. The controller consists of the modular neural network (MNN) for coordinating 18 joints and several virtual agonist-antagonist muscle mechanisms (VAAMs) for variable compliant joint motions. In addition, sensorimotor learning, including forward models and dual-rate learning processes, is introduced for predicting foot force feedback and for online adjusting the VAAMs’ stiffness parameters. The control and learning mechanisms enable the hexapod robot AMOS to achieve adaptive compliant walking that adapts to different gaits (e.g., tripod gaits) and rough surfaces (e.g., gravel). As a result, AMOS can not only well classify rough surfaces, but also perform more energy-efficient walking on them, compared to other small legged robots. In addition, the developed method shows that the tight combination of neural control with tunable muscle-like functions, guided by sensory feedback and coupled with sensorimotor learning, is a way forward to better understand and solve adaptive coordination problems in multi-legged locomotion.

In this thesis, the presented work has seven key contributions: 1) it develops a simplified muscle model for the muscle-like functions that underlie variable compliant joint motions; 2) it presents the underlying muscle-like functions (e.g., brakes) of the VAAMs that are comparable to those of biological muscles; 3) it utilizes a proximo-distal gradient of neural control and muscle functions to enhance the stability of legged robot locomotion under adaptive compliance control; 4) it achieves variable compliant joint motions relying only on force sensing at the end effectors of the legs. Thus, the
implementation reduces sensing and design efforts of legged robots; 5) it exploits the compliant joint signals generated by the VAAMs to well classify surfaces without using multiple sensing; 6) it utilizes sensorimotor learning to self-adjust the stiffness parameters of the VAAMs that adapts to insect-like gaits (e.g., tripod gaits) and surfaces (e.g., gravel), thereby leading to more energy-efficient hexapodal walking; 7) it provides a way forward to model stable and adaptive compliant insect-like walking, by implementing a bio-inspired neural network and several virtual agonist-antagonist mechanisms (VAAMs) on the hexapod robot AMOS with 19 DOFs (i.e., probing Bernstein’s ‘degrees of freedom’ problem).
## Contents

Title Page ................................................................. i  
Abstract ................................................................ iii  
Table of Contents ....................................................... v  
Citations to Related Publications ................................. vii  
Acknowledgments ........................................................ ix  
Dedication ................................................................... x  

1 Introduction ............................................................... 1  
1.1 Background ........................................................... 4  
1.2 Goals ................................................................. 7  
1.3 Organization of the thesis ....................................... 10  

2 Related Methodologies and Robots ............................. 13  
2.1 Neural control ....................................................... 13  
2.2 Passive compliance control .................................... 16  
2.3 Active compliance control ..................................... 18  
2.4 Legged robots ....................................................... 22  

3 Biomechanical mechanisms for Variable Compliance Control ............................................. 29  
3.1 The insect-like robot AMOS ................................. 32  
3.2 Virtual muscle-like mechanisms for variable compliance control ................................. 34  
3.3 Variable compliance control for hexapedal standing and walking ................................. 37  
3.4 Variable compliant hexapedal standing against loads ................................................... 47  

4 Neuromechanical Control for Variable Compliant Hexapedal Walking ................................. 55  
4.1 The modular neural network .................................. 56  
4.2 The neuromechanical principle .............................. 59  
4.3 Stable and variable compliant walking on five surfaces ............................................... 65  
4.4 Surface classification ......................................... 70  
4.5 The benefits of the neuromechanical controller ......................................................... 74  

5 Adaptive Neuromechanical Control for Online Compliance Adaptation .................................... 77  
5.1 Sensorimotor learning for adaptive compliant joint motions ........................................ 80  
5.2 Adaptive compliant joint motions for a gait and a surface ........................................... 82  
5.3 Adaptive compliant joint motions for different gaits .................................................. 86  
5.4 Adaptive compliant joint motions for different surfaces .............................................. 90  
5.5 The compliant and efficient gaits for walking on the surfaces ...................................... 90
6 Conclusions
  6.1 Summary of contributions ............................................. 95
  6.2 Future work .......................................................... 98

A Appendix
  A.1 Joint motion equation ................................................. 117
  A.2 Notations ............................................................ 117
  A.3 Neuromechanical control of the legs ................................. 118
  A.4 The tripod gaits of AMOS and an insect ............................. 120

B Curriculum Vitae ....................................................... 121
Citations to Related Publications

Some portion of Chapter 3 is based on the following three papers:


Chapter 4 appears in its entirety as


Finally, most of Chapter 5 was submitted to IEEE Tran. on Cybernetics

Acknowledgments

First of all I would like to thank my supervisors Prof. Dr. Florentin Wörgötter, Prof. Dr. Ulrich Parlitz, and Prof. Dr. Poramate Manoonpong for guiding me through my work by sharing their experiences with me and for countless hours of fruitful discussions and patient corrections without which this work would not have been successfully done. The discussions and corrections are also done from Frank Hesse, Martin Biehl, Dennis Goldschmidt, Sakyasingha Dasgupta, Michael Fauth, Jeremie Papon, Timo Nachstedt, and Prof. Dr. Tomas Kulvicius, so I am very thankful for their efforts, too. An especially big thanks to Ursula Hahn-Wörgötter who always and patiently helps me out in any way that she could.

Secondly, I would like to thank all my colleagues and friends for their direct and/or indirect input to my work and having a great time together. Many thanks go to Guoliang Liu, Qi Yao, Jan-Matthias Braun, Subhi Shaker Barikhan, Mohamad Javad Aein, Alexey Abramov, Yijing Liu, Simon Reich, Markus Schoeler, Irene Markelic, Minija Tamosiunaite, Yinyun Li, Christian Tetzlaff, Christoph Kolodziejski, Harm-Friedrich Steinmetz, Kolja Riebsdahl, Patrick Kesper, Alejandro Agostini, Eren Erdal Aksoy, Steffen Zenker, Eduard Grinke, Lei Zhou, Guanjiao Ren, Yuichi Ambe, and Johannes Widenka. Special thanks go out to Prof. Dr. Jianwei Zhang and Prof. Dr. Ying Hu who give me a lot of suggestions on my research career.

And last but not least, I would like to thank my father Shan Xiong, my mother Ruruo Zheng, and my sister Juanjuan Xiong without whom I would not have achieved all that in my life what I have now.
Dedicated to my father Shan Xiong,
my mother Ruruo Zheng,
and my sister Juanjuan Xiong.
Introduction

Legged animal locomotion arises from an intricate interplay between the control of the nervous system and the musculoskeletal systems (Miller et al., 2012; Nishikawa et al., 2007; Tytell et al., 2011). This interplay has emerged from a neuromechanical control system where the nervous system produces neural signals to activate the muscles for driving the skeletons (e.g., legs and joints). Neuromechanical control governs how legged animals achieve adaptive locomotion on different surfaces (Abbas and Full, 2000; Chiel et al., 2009). For example, cockroaches rely more on their musculoskeletal systems to move over a regular surface. Whereas moving over a more difficult one, they need to resort to the integrations of their nervous systems and musculoskeletal systems (Sponberg and Full, 2008). Therefore, modeling neuromechanical control refers to a computational model of the interaction among the redundant nervous system (i.e., multiple neurons and synapses) and the redundant musculoskeletal systems (i.e., many muscles and joints). In a cockroach (e.g., *Blaberus discoidalis*), for instance, there are millions of neurons, 220 muscles, and more than 19 degrees of freedom (DOFs) that contribute to its locomotion (Full and Ahn, 1995; Nishikawa et al., 2007). Moreover, the two (i.e., neural and musculoskeletal) intrinsic redundancies lead to the kinematic redundancy where determining the joint angles that result in the particular positions at the endpoints of the legs is a tough task. Due to the three redundancies, modeling the cooperations within and between the functional (e.g., musculoskeletal) components of the neuromechanical controller is a very challenging task (i.e., Bernstein’s famous ‘degrees of freedom’ problem) in legged locomotion (Bernstein, 1967; Nishikawa et al., 2007).

Generally, legged locomotion requires the modulation of leg stiffness to accommodate different gaits (Nishi, 1998; Nishii, 2000) and surfaces (Spence et al., 2010; Farley et al., 1998; Ferris et al., 1998), thereby leading to more energy-efficient walking on diverse surfaces (Spence, 2011). The leg stiffness $K_{leg}$ can be virtually quantified by the ratio of the normalized impact force $F_{ext}$ to the normalized displacement $\Delta L_{leg}$ of the center of mass (COM) (Blickhan and Full, 1993; Dudek and Full, 2006) (see Fig. 1.1(a)). In the quantifications, animal locomotion is modeled by the spring-loaded in-
verted pendulum\(^1\) (SLIP) where the COM is supported by a mass-less elastic leg with spring stiffness (see Fig. 1.1 (b)) (Altendorfer et al., 2001; Seipel, 2005; Altendorfer et al., 2004). Quantitatively, the inverse of the leg stiffness \(K_{\text{leg}}\) is the leg compliance \(Y_{\text{leg}}\). \(Y_{\text{leg}}\) is usually used to quantify the leg compliance of the legged robots under compliance control (Hyun et al., 2014; Bosworth et al., 2014; Sreenath et al., 2010).

\[
K_{\text{leg}} = \frac{F_{\text{ext}}}{\Delta L_{\text{leg}}}, \quad Y_{\text{leg}} = \frac{1}{K_{\text{leg}}}. \tag{1.1}
\]

Figure 1.1: Virtual leg stiffness and spring-loaded inverted pendulum. (a) The virtual leg stiffness \(K_{\text{leg}}\). Quantitatively, the inverse of stiffness \(K_{\text{leg}}\) is compliance \(Y_{\text{leg}}\). (b) The spring-loaded inverted pendulum (SLIP). The COM is supported by a mass-less elastic leg with spring stiffness.

In multi-legged robots, their compliant joint motions and coordinated leg patterns (i.e., gaits) emerge from the tunable muscle-like mechanisms and the neural network that together constitute a neuromechanical controller. The adaptiveness of the neuromechanical controller can be achieved by sensorimotor learning (Smith et al., 2006; Wolpert et al., 2011) that enables the passive properties (e.g., stiffness parameters) of the muscle-like mechanisms to adapt to diverse gaits and surfaces. The adaptive neuromechanical controller provides a way forward to embed a physical template model into a computable anchor model. A template represents the simplest model of the locomotion by trimming away the detailed descriptions (e.g., muscles) of the degrees of freedom (Lee et al., 2008b). However, the template must be anchored to a representative model (i.e., anchor) by describing a nervous system, muscles, joints, and legs (Koditschek et al., 2004). This is because these components conspire with the external environments to produce complex and adaptive movements in legged animal locomotion (Tytell et al., 2011). The template and anchor are two dynamical models (Full and Koditschek, 1999), which propose a specific solution to Bernstein’s famous ‘degrees of freedom’ problem (Bernstein, 1967). As Bernstein pointed out, the need to control many degrees of freedom (DOFs) is a characteristic of neuromechanical

---

\(^1\)In Fig. 1.1 (a), the schematic diagram of the cockroach is modified from Spence (2009).
Figure 1.2: An adaptive neuromechanical controller for stable and adaptive compliant insect-like walking. (a) A bio-inspired neural network for coordinated joint motions (i.e., gaits). (b) Biomechanical components for variable compliant joint motions. (c) Sensorimotor learning for adaptive compliant joint motions.

systems (Bernstein, 1967; Nishikawa et al., 2007). To our knowledge, most current neuromechanical models (i.e., anchors) are computationally expensive and not practical for being implemented on physical legged robots. Therefore, a neuromechanical
controller for adaptive and energy-efficient physical legged locomotion that accommodates different gaits and surfaces remains an important and unresolved problem (Holmes et al., 2006; Nishikawa et al., 2007).

To solve this problem, we develop an adaptive neuromechanical controller on an insect-like robot AMOS with 19 DOFs (see Figs. 1.2). The controller consists of a bio-inspired neural network\(^2\), several biomechanical mechanisms\(^3\) (i.e., joints and muscle-like mechanisms), and sensorimotor learning. The adaptive compliant joint motions of AMOS are achieved by actively adjusting the passive properties (e.g., stiffness parameters) of the muscle-like mechanisms driving its joints. Such adjustments are achieved by sensorimotor learning that consists of the forward models and dual-rate (i.e., fast and slow) learners (see Fig. 1.2 (c)). As a result, AMOS can online adjust the stiffness parameters to produce adaptive compliant joint motions, thereby accommodating its walking to different gaits and surfaces. Such joint motions enable AMOS to not only classify rough surfaces (e.g., gravel), but also achieve adaptive and energy-efficient walking over different surfaces with the appropriate gaits. Generally, energy efficiency is measured by cost of transport\(^4\) (COT, i.e., specific resistance (Gregorio et al., 1997; Saranli et al., 2001)). Lower COT corresponds to more energy-efficient locomotion. We show that our hexapod robot AMOS can achieve lower COTs than other small legged robots (less than 8 kg (Galloway, 2010)), when proper gaits are chosen for walking over different surfaces. These surfaces include gravels (e.g., coarse gravel), snow, an elastic and soft sponge (stiffness 0.523 kN/m), and muddy grassland. In the next section, the background of studying and understanding legged locomotion is described, which is followed by a description of basic models of legged locomotion. This chapter concludes with an overview of the organization of the thesis.

### 1.1 Background

Attempts to study and understand the principles underlying legged locomotion have been ongoing for thousands of years. In 350 B.C., the great Greek philosopher and scientist Aristotle proposed a list of questions in a text *On the Gait of Animals* (Aristotle et al., 1912). For example, one of the listed questions is that why men and birds are bipeds, but fishes legless. His answer to the question is that men and birds are bipeds because they have superior parts, which are distinguished from front parts. However, he studied these empirical questions based on teleological presumptions, rather than scientific methods (e.g., mathematics or anatomy). During the Renais-

---

\(2\)In Fig. 1.2 (a), the schematic diagram of a ganglion of the insect nervous system is modified from the tutorial video presented by Larry Keeley

\(3\)In Fig. 1.2 (b), the schematic diagram of insect muscles is modified from Spence (2009).

\(4\)The cost of transport (i.e., COT) quantifies the energy efficiency transporting an animal or a vehicle from one place to another. It is also called specific resistance.
In the 20th century, the great Russian physiologist Nikolai Bernstein noted that legged locomotion is an intricate interplay requiring the functions of the nervous system, muscles, tendons, and joints. Such an interplay is a neuromechanical interaction that governs how legged animals with many DOFs achieve adaptive locomotion on different surfaces (Abbas and Full, 2000; Chiel et al., 2009). Owing to many DOFs, modeling the cooperations within and between different functional components of neuromechanical systems in legged locomotion is a very challenging task. As Bernstein pointed out, many degrees of freedom (DOFs) is a characteristic of neuromechanical systems (Bernstein, 1967). Along this paradigm, Full and Koditschek proposed a specific solution where two dynamic models (i.e., so-called templates and anchors) are used to model legged locomotion with many DOFs (Full and Koditschek, 1999). A template represents the simplest model of the locomotion by trimming away the detailed descriptions (e.g., muscles and joints) of the degrees of freedom (see Fig. 1.4 (a)). Whereas an anchor model is a representative model describing a nervous system, muscles, joints, and legs with many DOFs like in insects (Holmes et al., 2006)
(see Fig. 1.4 (b)). Consequently, there are two major methodologies to model and control legged locomotion, which follow the concepts of the \textit{template} and the \textit{anchor}.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{Two ways of modeling legged locomotion: a \textit{template} and an \textit{anchor} (Full and Koditschek, 1999; Koditschek et al., 2004). (a) The \textit{template}. The \textit{template} represents the simplest conceptual model of legged locomotion by reducing the complexity. The most general \textit{template} for legged locomotion is the spring-loaded inverted pendulum (SLIP). (b) The \textit{Anchor}. The \textit{anchor} is the representative model describing a nervous system, muscles, joints, and legs with many DOFs like in insects (Holmes et al., 2006). Note that the figure refers to Fig. 6 in Koditschek et al. (2004).}
\end{figure}

The most general \textit{template} for legged locomotion is the spring-loaded inverted pendulum (SLIP) (Altendorfer et al., 2001; Seipel, 2005; Altendorfer et al., 2004). The SLIP is a very simple conceptual model of legged locomotion where the center of mass (COM) is supported by a mass-less elastic leg with spring stiffness (see Fig. 1.4 (a)). No damping is included, since the SLIP model assumes that there are the massless feet and lossless collisions. The SLIP model states that a stance leg behaves like an inverted pendulum, is thus energetically conservative. When the foot touches the ground, gravity and force produced by the spring will conspire to act on the COM. Whereas, the leg in swing phases (i.e., in the air), the COM performs a descending acceleration due to gravity. Owing to its simplicity, the SLIP model helps researchers easily understand the fundamentals of legged locomotion and apply them to develop legged robots (Altendorfer et al., 2001, 2004). For example, the hexapod robots (i.e., RHex robots) were designed by Koditschek and his colleagues (Saranli et al., 2001; Koditschek et al., 2004). Each RHex robot having only six DOFs showed unprecedented mobility over different surfaces. Besides, they can also achieve energy-efficient locomotion by exploiting passive variable compliant legs. For example, leg compliance of a RHex robot (i.e., EduBot) was manually tuned to adapt its running
speeds based on energetic cost (Galloway et al., 2011). The RHex robot is the best example of a coordination architecture controlling faster movement (e.g., running), where mechanical properties (e.g., leg compliance) must be increasingly well tuned to adapt to different environments (Koditschek et al., 2004; Nishikawa et al., 2007). In such a case, more feed-forward and decentralized control can suffice, since feedback control may not be effective due to noisy sensing. By contrast, slower movement (e.g., walking) can count heavily on feedback allowing for more adaptive insect-like movement where force feedback is of great importance (Kaliyamoorthy et al., 2005). Similarly, here a more feedback and centralized coordination architecture will be utilized to control our insect-like robot AMOS in a neuromechanical manner (Xiong et al., 2014a, 2013). Moreover, the modeling of RHex robots is no more than a template, since this template behavior was not embedded within a detailed model (i.e., anchor). The anchor model is a representative model describing a nervous system, muscles, joints, and legs with many DOFs like in insects (Holmes et al., 2006; Koditschek et al., 2004). There should be a natural embedding of the template behavior within the anchor (Full and Koditschek, 1999; Lee et al., 2008b), since templates and anchors are more than ‘simple models’ and ‘complex models’.

Attempting to embed the template within an anchor, Holmes et al. (Holmes et al., 2006) presented mathematical models of legged locomotion, which integrate a nervous system including central pattern generators (CPGs), muscle dynamics, and body mechanics. Based on these models, a neuromechanical model containing up to 270 ordinary differential equations was proposed for describing bursting neurons in a CPG (Kukillaya et al., 2009). Another neuromechanical model was applied to a single degree of freedom to simulate insect locomotion (Proctor and Holmes, 2010). The joint was actuated by a pair of agonist and antagonist muscles driven by motoneurons and a CPG in computer simulations. A Hill muscle model (Hill, 1938; Zajac, 1989) was adopted to express the force generated by agonist and antagonist muscles where there are up to 16 parameters to be tuned. These detailed neuromechanical models (i.e., anchors) are too computationally expensive to be implemented on physical legged robots. Therefore, a computational neuromechanical model for adaptive and energy-efficient physical robot locomotion that adapts to different gaits and surfaces remains an important and unresolved problem in a neuromechanical context (Holmes et al., 2006; Nishikawa et al., 2007).

1.2 Goals

The above section shows that embedding a template model within an anchor controller remains an important and unsolved problem for physical legged locomotion with many DOFs. Solving this problem can bridge the gap from the template to the anchor (Full and Koditschek, 1999) (see Figs. 1.4), which provides a specific solution to Bernstein’s famous ‘degrees of freedom’ problem (Bernstein, 1967) in legged loco-
motion. To do so, the solution needs to not only model a modular nervous system and the musculoskeletal systems, but also reproduce intricate interactions between them. Generally, the modular nervous system produces signals to activate extensor and flexor muscles that coordinate multi-jointed legs. In addition to the coordination, leg stiffness should be actively tuned by altering the stiffness of the muscles that adapts to diverse surfaces and gaits. One of the important motivations behind these behaviors is that tunable leg stiffness allows legged animals to achieve energy-efficient locomotion over the surfaces (Spence, 2011). For example, bipeds (e.g., humans) are capable of adjusting their leg stiffness to accommodate the surfaces with variable substrate properties (Ferris et al., 1998; Farley et al., 1998), thereby leading to adaptive and energy-efficient locomotion (Spence, 2011; Kerdok et al., 2002). Polypeds (e.g., cockroaches) also tune their leg stiffness to different surfaces and gaits based on energetic cost (Full et al., 2000; McMahon and Cheng, 1990; Nishii, 2000; Nishi, 1998). Neurophysiological studies have revealed that these behaviors arise from the interplay between the modular nervous system and the musculoskeletal systems (e.g., muscles and legs) of legged animals (Miller et al., 2012; Nishikawa et al., 2007). The nervous and musculoskeletal systems do not isolatedly function in adaptive and energy-efficient legged locomotion (Tytell et al., 2011). Isolating them, for example, may lead to energy inefficiency of legged locomotion (Manoonpong et al., 2013b; Xiong et al., 2014a).

![Figure 1.5: Neuromechanical control coupled with sensorimotor learning applied to physical robot locomotion.](image)

The neuromechanical controller consists of a modular neural network, several virtual muscle-like mechanisms, and the three-jointed legs. The neural network produces the neural outputs to activate the virtual muscle-like components driving the legs. Then the legs interact with rough surfaces (e.g., gravel), which produces physical force feedback. In addition, sensorimotor learning predicts force feedback based on the neural outputs. Taking physical and predicted force feedback as the inputs, the sensorimotor learning online changes the stiffness parameters of the virtual muscle-like components that enables the driven joints to achieve adaptive compliant motions. Such joint motions adapt to different surfaces and insect-like gaits.
1.2 GOALS

Therefore, in this thesis, the adaptive neuromechanical controller (see Fig. 1.5) shows a way forward to model redundant legged locomotion and implement the model on our hexapod robot AMOS with 19 DOFs. Specifically, each joint of AMOS is driven by a pair of the virtual muscle-like components, which is activated by an output of a modular neural network. Virtual means that the joint, physically driven by a standard servo motor, produces variable compliant motions as if it were driven by a pair of agonist and antagonist muscles. The adaptiveness of such joint motions is achieved by sensorimotor learning that actively tunes the stiffness parameters of the virtual muscle-like mechanisms driving the joints. Such active tuning enables AMOS to achieve adaptive compliant joint motions that adapt to various surfaces and insect-like gaits. The insect-like gaits of AMOS (e.g., a tripod gait (Ritzmann and Zill, 2013), see Figs. 1.6 and A.1) result from the modular neural network of the neuromechanical controller.

![Figure 1.6: A tripod gait pattern for a tethered insect (modified from Ritzmann and Zill (2013)). Two video snapshots show extreme rear position during stance of the two tripods of legs. Abbreviations are: R(1, 2, 3) = Right (Front, Middle, Hind) leg, L(1, 2, 3) = Left (Front, Middle, Hind) leg.](image)

The adaptive neuromechanical controller can reduce design efforts and structural complexities of bulkier and compliant legged robots, which are generally driven by physical artificial muscles (Kingsley et al., 2006) or variable impedance actuators (Ham et al., 2009). These components or actuators are difficult to apply to control of small legged robots (less than 8 kg), such as our hexapod robot AMOS (5.4 kg). In addition, the controller utilizes a proximo-distal gradient found in neural control and muscle functions of legged animal locomotion (Nishikawa et al., 2007; Daley and Biewener, 2011, 2006), to enhance locomotor stability of the legged robot on rough terrain (e.g., gravel). It shows a novel way to deal with locomotor instabilities, which intrinsically result from active compliance control. Moreover, online self-adjusted
compliance control to a physical legged robot with many DOFs remains an unsolved problem in the context of energy-efficient walking on different surfaces. Specifically, online adjustment of stiffness parameters in joint compliance control is a difficult problem in the context of energy-efficient legged locomotion with many DOFs (Garcia and de Santos, 2006). To solve the problem, sensorimotor learning is utilized for online adjusting the stiffness parameters of the muscle-like components that leads to adaptive compliant joint motions. Such motions enable AMOS to adapt its walking to different gaits and surfaces, thereby leading to energy-efficient walking on rough surfaces (e.g., gravel). In addition, the adaptive compliant motions allow AMOS to classify the surfaces well.

1.3 Organization of the thesis

The rest of the thesis is as follows: Chapter 2 will briefly introduce related methodologies (e.g. active compliance control) and discuss their inherent and unresolved problems, which can be solved using our proposed method (see Fig. 1.5). In our method, a modular neural network, several muscle-like mechanisms, a bio-inspired body, and sensorimotor learning act together to achieve stable and adaptive compliant walking of our hexapod robot AMOS.

In Chapter 3 we will show AMOS’s biomechanical components including a bio-inspired body and the virtual muscle-like components. Emulating a cockroach, its body has six legs, each of which consists of a TC (Thoraco Coxal) joint allowing forward and backward motions, a CTr (Coxa Trochanteral) joint allowing elevation and depression motions, and an FTi (Femur Tibia) joint allowing extension and flexion motions. Each joint is driven by a pair of the muscle-like mechanisms (i.e., the virtual agonist-antagonist mechanisms, the VAAMs). Changing the stiffness and damper parameters of the VAAMs produces variable compliant joint motions. Underlying such motions, the functions (e.g., the brake (Ahn and Full, 2002; Dickinson et al., 2000)) of the VAAMs are comparable to those of biological muscles.

Further on, in Chapter 4, we will present a biologically-inspired modular neural network consisting of a central pattern generator (CPG), a phase switch module (PSM), and two velocity regulating modules (VRMs). The neural network produces the 18 output signals to activate the 18 pairs of the VAAMs, which coordinate AMOS’s six three-jointed legs. Subsequently, a proximo-distal gradient (Nishikawa et al., 2007; Daley and Biewener, 2011, 2006) is applied to neuromechanical control of our hexapod robot AMOS. Such a gradient enhances the stability of its variable compliant walking on rough surfaces (e.g., gravel). Here the variable compliant walking is achieved by manually choosing the stiffness parameters of the VAAMs. The well-chosen parameters and an efficient insect-like gait (i.e., a slow wave gait) enable AMOS to achieve more energy-efficient locomotion, compared to mere neural control (Manoonpong et al., 2013b).
And finally, online self-adjusting stiffness parameters of the VAAMs is achieved by sensorimotor learning that will be presented in Chapter 5. Such online self-adjustments make AMOS accommodate its variable compliant walking to different surfaces and gaits (e.g., a tripod gait). As a result, AMOS can achieve more energy-efficient walking on rough surfaces, compared to other small legged robots (less than 8 kg). We will conclude the thesis in Chapter 6 where we will summarize all main findings and provide an outlook for future investigations.
Chapter 1: Introduction
The related methodologies consist of neural control and compliance control (see Fig. 2.1), which produce coordinated gaits and compliant joint motions for adaptive and energy-efficient legged locomotion. Thereinto, compliance at the end-effectors can be typically implemented in two methods: passive and active compliance. Their advantages and disadvantages in the applications of coordinated and compliant legged robot locomotion are reviewed in the first three sections. In the final section, we describe the motivations of using a bio-inspired legged robot with six three-jointed legs, to study adaptive and energy-efficient locomotion with many DOFs (degrees of freedom). The section is organized as three subsections: why use legged robots, why use six-legged robots, and why use three-jointed legs. Therefore, the six-legged robot AMOS is used to validate adaptive and energy-efficient walking under our proposed method (see Fig. 1.5). This method virtualizes the agonist-antagonist mechanisms to reduce control and structural complexities that intrinsically result from passive compliance control (see the red texts in Fig. 2.1). Moreover, the virtual agonist-antagonist mechanisms, neural control, and sensorimotor learning act together to achieve variable compliant and stable locomotion under active compliance control, which inherently gives rise to locomotor instabilities on rough terrain (e.g., gravel). Note that since this chapter only focuses on the classical and our developed controllers on physical robot control, the theoretical neuromechanical (i.e., anchor) and muscle models are discussed in Chapter 1.1 and Chapter 3.

2.1 Neural control

Neural control focuses often on modeling the nervous system for coordinated and adaptive legged locomotion over different surfaces (Ijspeert, 2008; Manoonpong et al., 2007, 2013b; Steingrube et al., 2010). In a model of modular neural control on insect locomotion (Büsnges, 2005), for example, the basic rhythmic outputs are produced by a central pattern generator (CPG) where there are two neurons that interact with each other. Therefore, a two-neuron CPG (see Fig. 2.2 (a)) is applied to produce the basic rhythmic outputs in neuromechanical control of the insect-like robot AMOS.
Chapter 2: Related Methodologies and Robots

Figure 2.1: Taxonomy of the methodologies for achieving coordinated and compliant locomotion. The major methods are neural control and compliance control, which produce coordinated gaits and compliant joint motions for adaptive and energy-efficient legged locomotion. By virtualizing the agonist-antagonist mechanisms, our proposed method (see the red texts) reduces control and structural complexities that intrinsically result from passive compliance control. Moreover, it utilizes a proximo-distal gradient and sensorimotor learning to achieve stable and adaptive compliance locomotion under active compliance control, which intrinsically results in unstable locomotion.

One can see that only changing its modulatory input $S$ results in the basic rhythmic outputs with different frequencies (see Fig. 2.2 (b)) that enable AMOS to produce the nine insect-like gaits (see Figs. 5.1). Whereas more parameters of other CPGs need to be tuned to generate less insect-like gaits of the hexapod robots (Yu et al., 2011; Campos et al., 2010) (see Table 2.1).

Mere neural control, however, may lead to energy-inefficient legged locomotion on different surfaces (Xiong et al., 2014a, 2013), since legged robots cannot achieve variable compliant joint motions. For instance, the cost of transport (COT) of an insect-like robot (i.e., Gregor I) during walking over an uneven surface (i.e., obstacle course) is 70 when only a cellular neural network is used as its CPG (Arena et al., 2006). Combining CPGs with forward models can improve the energy efficiency
Table 2.1: The CPGs applied to the hexapod robots

<table>
<thead>
<tr>
<th>Oscillators</th>
<th>CPGs</th>
<th>Gaits</th>
<th>Amounts of tuned parameter(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO(2)</td>
<td>1</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Hopf</td>
<td>6</td>
<td>3</td>
<td>6 (Campos et al., 2010)</td>
</tr>
<tr>
<td>Van der Pol</td>
<td>6</td>
<td>3</td>
<td>6 (Yu et al., 2013)</td>
</tr>
</tbody>
</table>

Figure 2.2: A central pattern generator (CPG) with two neurons. The CPG is realized using the discrete-time dynamics of a SO(2) network (Pasemann et al., 2003). It is one part of the modular neural network (Manoonpong et al., 2008) (see Fig. 4.2 (a)) in the neuromechanical controller. (a) The CPG with two full-connected neurons. Changing the modulatory input $S$ produces various basic rhythmic outputs (e.g., low and high frequencies) (Xiong et al., 2012). (b) The examples of basic rhythmic outputs.

of the insect-like (i.e., hexapodal) robots. For example, a CPG combined with an adaptive forward model enables our insect-like robot (i.e., AMOS) to walk over an uneven surface (i.e., coarse gravel) with the COT of 24.5 (Manoonpong et al., 2013b). Adaptive leg motions generated by the neural controllers of the two mentioned robots depend only on the changes of neural outputs of the controllers for walking over uneven surfaces. However, owing to energy-efficiency (Spence, 2011), there are no changes detected in neural activities for controlling key muscles or performing precise limb coordination of insects when walking over an uneven surface (Sponberg and Full, 2008). This finding shows that insects perform adaptive leg motions and compensate perturbations relying more on their biomechanical mechanisms (e.g., muscles), which leads to energy efficiency. Thus our proposed method (see Fig. 1.5) only tunes the biomechanical properties (e.g., stiffness parameters) of the muscle-like mechanisms with a specific set of neural activations when the insect-like robot AMOS walks on a surface.
2.2 Passive compliance control

Passive compliance control is typically regarded as the integration of actuators and viscoelastic mechanics (Ham et al., 2009). In such a case, an actuator may be connected to an elastic element (e.g., a spring), which drives the joint in response to applied loads. Passive compliance control can be divided into constant and variable compliance control (see its taxonomy in Fig. 2.1). In constant compliance control, the compliance of the actuators is fixed and determined by selecting the springs (Pratt and Williamson, 1995). Thus, this character limits their applications to variable compliant joint motions that lead to energy-efficient locomotion over various surfaces. Whereas passive variable compliance theoretically fits to the applications of variable compliant legged robots (Vanderborght et al., 2013), which are generally implemented by structure control (Hollander et al., 2005; Galloway et al., 2011) (see Fig. 2.3 (a)), mechanical control (Vanderborght et al., 2011; Enoch et al., 2012) (see Fig. 2.3 (b)), and agonist-antagonist control (Oku et al., 2012; Vanderborght et al., 2008) (see Fig. 2.3 (c)).

By controlling the length of each leg (see Fig. 2.3 (a)), the hexapod robot EduBot achieves variable compliant leg behaviors for energy-efficient locomotion (Galloway et al., 2011). Its leg compliance, however, must be manually tuned to accommodate its running speeds based on energetic cost. Based on mechanical control (see Fig. 2.3 (b)), the mechanical properties (e.g., dampers) also need to be manually controlled to achieve variable compliant joint motions (Enoch et al., 2012). Moreover, this method requires additional motors to tune the stiffness and damping of such joint motions, thereby leading to bulkier and energy-inefficient legged robots. Compared to the two previous methods, the agonist-antagonist control is the most bio-inspired method, in which two artificial muscles act as like a pair of biological agonist and antagonist muscles to control variable compliant joint motions. This bio-inspired setup leads to faster joint stability (Shadmehr and Wise, 2005), more energy efficiency (Farahat and Herr, 2010) and easier emulations of muscle-like functions (Xiong et al., 2014b). However, it is very difficult to associate such non-linear muscle control with proper joint compliance (Galloway, 2010), which leads to unnatural and unstable locomotion (Rosendo et al., 2013; Tsujita and Miki, 2011; Tsujita et al., 2008). Moreover, the agonist-antagonist designs produce considerable internal forces that require stronger and generally bulkier supporting structures (see Figs. 2.4). Such designs limit their applications to small legged robots with many DOFs (weight less than 8 kg (Galloway, 2010)). To overcome these drawbacks, our proposed method virtualizes the agonist-antagonist mechanisms used to drive the joints (see Fig. 2.3 (d)). The compliance of the joint motions can be adjusted changing the stiffness and damper parameters of the virtual agonist-antagonist mechanisms (Xiong et al., 2014b, a).

In addition, there are intelligent mechanical structures developed for reducing mechanical complexities of legged robots. For example, a four-legged dynamic walking
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Figure 2.3: Schematic diagrams of passive variable control and our proposed control. They are applied to variable compliance control of a single joint. (a) Structure control. Motor 1 adjusts the length of a compliant element (e.g., a spring or slider) to achieve variable compliant joint motions (Hollander et al., 2005; Galloway et al., 2011). (b) Mechanical control. The control is the mechanically adjustable compliance and controllable equilibrium position actuator (MACCEPA (Vanderborght et al., 2011)) with variable damping (Enoch et al., 2012). Motor 1 and motor 2 are used to control the equilibrium position and tune the joint stiffness, respectively. The joint damping is adjusted by motor 3. (c) Agonist-antagonist control. The variable compliant joint is physically driven by a pair of artificial muscles (e.g., pneumatic artificial muscles (Oku et al., 2012; Vanderborght et al., 2008)). (d) Virtual agonist-antagonist mechanisms (VAAMs). The joint physically driven by a standard servo motor, produces variable compliant motions as if it were driven by a pair of virtual agonist and antagonist muscles (Xiong et al., 2014a). The compliance of the joint motions is determined by the stiffness and damper parameters of the VAAMs (Xiong et al., 2014b).

The robot (i.e., Cornell Ranger) achieved more energy-efficient and long-distance walking due to its intelligent mechanical structures (e.g., a light weight, and low-inertia leg design) (Bhounsule et al., 2014). Its mobility, however, is still limited to flat surface walking. Other intelligent mechanical structures are especially developed for small legged robots (Kohut et al., 2011; Baisch et al., 2010; Birkmeyer et al., 2009), but these robots consume much more energy (see Figs. 5.13) due to the limitations of their actuators and structures. For example, the COT of a four-legged robot (Kohut
Figure 2.4: Bulky legged robots with antagonistic muscles. (a) A one-legged jumping robot (Iijima et al., 2013) (12.34 kg weight). (b) The six-legged robot AirBug (27.2 kg weight) (Dillmann et al., 2005). (c) The six-legged robot Ajax (Kingsley et al., 2006) (15.1 kg weight).

et al., 2011) is more than 12,000 when its legs are driven by four shape memory alloy (SMA) actuators. This is because SMA actuators are energy inefficient because of their slow cycle speed.

2.3 Active compliance control

Regardless of additional passive components, active compliance control, also known as force control, is mainly achieved by software control of joint torques (Boaventura et al., 2013). Generally, active compliance control can be achieved by impedance control (Hogan and Buerger, 2004; Arevalo and Garcia, 2012; Hwangbo et al., 2014), virtual model control (Pratt et al., 2001; Winkler et al., 2014), and operational space control (Sentis et al., 2010; Hutter et al., 2012). For example, impedance control of a single joint can be modeled as a proportional-derivative (PD) controller (Hwangbo et al., 2014). The output torque $\tau_o$ is written as:

$$\tau_o = k_p(x_d - x) + k_d(\dot{x}_d - \dot{x}),$$

(2.1)

where $k_p$ and $k_d$ denote its stiffness and damper (i.e., proportional and differential) parameters, $x_d$ and $x$ represent desired joint angle and joint angle feedback, and $\dot{x}_d$ and $\dot{x}$ denote their desired velocity and velocity feedback.

Based on angle and velocity feedback, the stiffness (i.e., $k_p$) and damper (i.e., $k_d$) parameters of the controller can be tuned in the software programme, which leads to variable compliant joint motions. Thus, active compliance control increases controllability and versatility to legged robots on different environments, compared to passive constant compliance (Pratt and Williamson, 1995). Moreover, one of its advantages over passive variable compliance is reducing control efforts and design complexities of legged robots (Vanderborght et al., 2013; Ham et al., 2009). This advantage leads to
Figure 2.5: A proximo-distal gradient applied to legged locomotion. In such a gradient, neural control and muscle functions vary from the proximal joint to the distal joint in the leg (see the texts for details). Such a gradient had also been found in legged animal locomotion (Lee et al., 2008a; Nishikawa et al., 2007; Daley and Biewener, 2011, 2006). Note that the schematic diagram of the three-jointed leg is modified from Arnold et al. (2013).

its easier applications to small legged robots with many DOFs (weight less than 8 kg (Galloway, 2010)). Based on active compliance control, the variable joint motions are implemented on our hexapod robot AMOS with 19 DOFs. The proposed neuromechanical control coupled with sensorimotor learning provides three novel ways to solve two inherent problems and one unsolved problem of legged locomotion under active compliance control: 1) use insect-like gaits to improve locomotor energy efficiency on different surfaces, 2) use a proximo-distal gradient of neural control and muscle functions to enhance locomotor stability, 3) use sensorimotor learning to online learn the stiffness parameters of the muscle-like mechanisms coordinating many DOFs. Firstly, a bio-inspired neural network of the proposed neuromechanical controller is
used to produce coordinated insect-like gaits for achieving energy-efficient locomotion on different surfaces (Nishi, 1998; Nishii, 2000). Secondly, a versatile legged robot should achieve variable compliant joint motions that accommodate different gaits and surfaces, which leads to energy-efficient locomotion. However, under classical active compliance control, transient responses of such compliant motions intrinsically result in unstable locomotion on rough surfaces (Fukuoka et al., 2003; Garcia and de Santos, 2006). To solve this inherent problem, a proximo-distal gradient of neural control and muscle functions (see Fig. 2.5) is applied to the neuromechanical controller to enhance locomotor stability. In such a gradient, the proximal joints are under feed-forward neural control and less sensitive to the loads. Thus, the proximal joints mainly act as the actuation that produces energy. By contrast, the distal joints are more sensitive to the loads, and under feedback (e.g., force) control that allows variable compliant joint motions against the loads. Therefore, the distal joints greatly serve as the compliance that absorbs energy. This proximo-distal gradient enhances locomotor stability of legged animals on rough terrain (Lee et al., 2008a; Nishikawa et al., 2007; Daley and Biewener, 2011, 2006). Based on the gradient, the passive elements (i.e., PEs) of a virtual agonist-antagonist mechanism (VAAM, see Figs. 3.4) act as the compliant mechanisms driving a distal joint of a legged robot while its proximal joint can be actuated by the contractile elements (CEs) of a VAAM. Such passive compliance and active actuation make the VAAM differ from virtual model
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Table 2.2: The comparisons between the VAAM control and VMC

<table>
<thead>
<tr>
<th>Controllers</th>
<th>Locomotor stability (see Fig. 2.7)</th>
<th>Muscle-like functions</th>
<th>Sensory feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAAM</td>
<td>enhanced</td>
<td>springs and brakes</td>
<td>only force sensing at the end effector of each leg</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(see Figs. 3.17 and 3.10 (b))</td>
<td></td>
</tr>
<tr>
<td>VMC</td>
<td>reduced</td>
<td>not shown</td>
<td>force/torque feedback at each joint</td>
</tr>
</tbody>
</table>

Figure 2.7: Vertical positions of COM (Center Of Mass) of the hexapod robot AMOS. The experiments are conducted in the physical simulator lpzrobots (Der and Martius, 2012). The VAAM control enables AMOS to walk stably (smaller body oscillation), compared to virtual model control (VMC) (see VAAM and VMC control in Figs. 2.6).
control (VMC), which only contains a virtual passive element (e.g., spring) attached to the robot as if it had exited (Pratt, 2000; Pratt et al., 2001) (see Figs. 2.6). In contrast to VMC controllers (Hutter et al., 2011; Ajallooeian et al., 2013), the VAAM not only includes the virtual passive elements (PEs) to act as muscle-like mechanisms, but also integrates the virtual contractile elements (CEs) to serve as neural control at the joints of legged robots. Furthermore, such elements of the VAAM allow the joints of legged robots to act as different roles (i.e., compliance or actuation, see Fig. 2.5) that enhance locomotor stability under active compliance control (Xiong et al., 2014a) (see Table 2.2). The VAAM control is more bio-inspired control by integrating neural control and muscle-like functions, compared to VMC that only utilizes the virtual passive element to produce compliant leg behaviors. As a result, the VAAM control enables AMOS to not only achieve more stable walking under active compliance control (see Fig. 2.7), but also easily emulate muscle-like functions (e.g., brakes, see Figs. 3.11 (c) and (d)). Thirdly, adaptive compliance control on a physical legged robot with many DOFs remains an important and unsolved problem in a context of energy-efficient walking on different surfaces (Arevalo and Garcia, 2012; Nishikawa et al., 2007). Specifically, self-adjusting its parameters (i.e., $k_p$ and $k_d$ in Eq.(2.1)) is a difficult problem in a context of controlling energy-efficient legged locomotion with many DOFs.

2.4 Legged robots

Adjusting leg compliance is one of the most important hallmarks of energy-efficient legged locomotion over tough surfaces (e.g., soft and elastic sponges) (Spence et al., 2010; Spence, 2011; Farley et al., 1998; Ferris et al., 1998). Inspired by this, adjustable compliance leg behaviors enable legged robots to achieve more efficient and adaptive locomotion on different surfaces (Xiong et al., 2014a; Galloway et al., 2013; Semini et al., 2011). In addition, locomotor efficiency and adaptivity of legged robots are determined by the numbers of their legs and joints that depend on the usages (e.g., stable locomotion).

2.4.1 Why use legged robots

Legged vehicles (e.g., robots) are capable of traversing over most landmasses on the Earth, yet less than half of them is accessible to wheeled or tracked vehicles. Thus, the motivation of using and studying legged robots stem from their mobility and adaptivity over rough terrains (see Figs. 2.8), compared to wheeled robots. There are many advantages of legged robots over wheeled robots:

- legged robots can well negotiate discontinuous terrains (e.g., see Fig. 2.8 (a)) (Manoonpong et al., 2014), which are unattainable for most wheeled robots to get across;
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Figure 2.8: Legged robots versus wheeled robots on rough terrains. (a) Discontinuous terrain. (b) Obstacles. (c) Irregular terrain. Legged robots have better mobility over rough terrains, compared to wheeled robots. In addition, legged robots suffer less interferences with the irregular terrain (see the paths of the footholds within the red and blue dashed rectangles), especially soft or gravel terrain. Such less interferences mean lower risks of slippages and being stuck, and lower resistances.

- legged robots can climb over large obstacles (e.g., see Fig. 2.8 (b)) (Goldschmidt et al., 2014), which are inaccessible for most wheeled robots;

- legged robots suffer less interferences with the irregular terrains (e.g., see Fig. 2.8 (c)), compared to the wheeled robots. This leads to lower resistances and risks of environmental damages.

This is because wheels only roll, which decreases the mobility and adaptivity of such wheeled robots. Whereas legged robots can perform various locomotor patterns (i.e., gaits) to adapt different surfaces. Although legged robots have many advantages over wheeled robots on rough terrains, adding legs to robots and controlling them in an efficient and adaptive way is a challenging task. This is because even humans take many efforts and years to learn to walk, not to mention designing legs for the robots and teaching them to walk in such a way. Specifically, legged robots need to learn and adapt to different environments using different walking patterns (i.e., gaits) and variable compliant joint motions, which is a major goal of our presented work in this thesis.
Figure 2.9: Multi-legged robots. (a) The two-legged robot RunBot (0.47 kg weight, four degrees of freedom (DOFs)) (Manoonpong and Wörgötter, 2009). (b) The four-legged robot HyQ (90 kg weight, 16 DOFs) (Semini et al., 2011). (c) The six-legged robot AMOS (Advanced MObility Sensor driven-walking device, 5.4 kg weight, 19 DOFs) (Manoonpong et al., 2013b). (d) An eight-legged robot (2.7 kg weight, 24 DOFs) (Manoonpong et al., 2008). With increased dynamics (i.e., less legs and joints), two-legged and four-legged robots usually require additional supporters (see green-dashed rectangles). Whereas the six-legged and eight-legged robots perform more stable locomotion, but require to coordinate inter- and intra-legs.
2.4.2 Why use six-legged robots

In addition to mobility, stability is very essential to legged systems using various gaits, which emerge from compliant legs (Ernst et al., 2012; Seyfarth et al., 2006). Stable legged systems (e.g., robots) can be divided into two different groups: dynamically and statically stable systems (Tomaž, 2004; Full et al., 2002). Belonging to the first group, the two-legged and four-legged robots (see Figs. 2.9 (a) and (b)) simultaneously use less than three legs on the ground. Due to less legs, it is more difficult to stabilize them during their locomotion. Therefore, most current two-legged and four-legged robots usually require additional supporters (e.g., see the green-dashed rectangles in Figs. 2.9 (a) and (b)) due to their inherent instabilities. Furthermore, such instabilities will cause noisy sensing (e.g., force sensing), which is inappropriate for our presented work where force sensing is essential for the robot to classify surfaces and achieve energy-efficient locomotion. From this point of view, the two-legged and four-legged robots are too unstable and vulnerable to be applied to rough surfaces (e.g., gravel), compared to six-legged and eight-legged robots. The six-legged and eight-legged robots (see Figs. 2.9 (c) and (d)) often walk in more stable ways where at least three legs are planted on the ground. Moreover, the six-legged robots can still use the rest of the legs to move over such surfaces, even when some of them are damaged (Manoonpong et al., 2013b; Koos et al., 2013; Johnson et al., 2010). This is because six-legged robots can produce stable insect-like gaits where their COMs (centers of mass) are well maintained within the sets of alternating polygons of support. Full argued that this character is an important reason why six-legged systems (e.g., robots) rule (McNichol and Full, 2002). Moreover, Hughes stated that the six-legged systems are the ‘end-products of evolution’ in terms of statical stability (Hughes, 1952). Due to energy efficiency, a six-legged robot is better for our presented work, compared to an eight-legged robot. This is because driving additional motors consumes more energy under active compliance control.

2.4.3 Why use three-jointed legs

For the six-legged (i.e., hexapod) robots, their mobility and flexibility are also determined by the numbers of the joints of the legs. Typically, the numbers of the joints range from one to five, which vary with different applications. For example, the single-jointed and two-jointed legs (see Figs. 2.10 (a) and (b)) are easily controlled (Galloway et al., 2013; Soltero et al., 2013), thereby leading to more mobile and energy-efficient locomotion. Whereas four-jointed and five-jointed legs can perform more flexible tasks (e.g., manipulation) (Rönnau et al., 2014) and well imitate the morphology of a cockroach (Kingsley et al., 2006), respectively. Unlike the above

---

1The schematic diagram of the footholds (see Fig. 2.8 (c)) is modified from a slide at http://leggedrobotics.ethz.ch/lib/exe/fetch.php?media=background_slidesforwebpage_1.pdf
mentioned applications, the presented work in this thesis focuses on achieving flexible leg behaviors and energy-efficient locomotion on rough surfaces (e.g., gravel). Thus, three-jointed legs are chosen as the trade-off between locomotor flexibility and efficiency in the presented work.

Figure 2.10: Jointed legs of the hexapod robots. Their numbers of the joints range from one to five. (a) A single-jointed leg of EduBot (Galloway et al., 2013). (b) A two-jointed leg of FireAnt (Soltero et al., 2013). (c) A three-jointed leg of AMOS (Manoonpong et al., 2013b). (d) A four-jointed leg of LAURON V (Rönnau et al., 2014). (e) A five-jointed leg of Ajax (Kingsley et al., 2006). The numbers of the joints vary with different applications.

In addition, three-jointed legs are appropriate for legged robots to prevent slippery behaviors on certain surfaces (e.g., muddy grassland or gravel). For example, a three-jointed leg produces an additional force to the legged robot in comparison to a two-jointed leg. This character is especially essential to prevent slippery conditions where transverse force at ground contact is subject to be decreased. Such preventions had been found by the computer animations of multi-legged locomotion by Raibert and Hodgins (Raibert and Hodgins, 1991). Based on this finding, Nagle used a simulated
and articulated hopper to explained the advantages of three-jointed legs over other jointed legs (Nagle, 1995b,a). Moreover, three-jointed legs are biologically inspired by the morphology of a cockroach leg (see Figs. 3.3 (b) and (c)), thereby leading to easily emulating insect-like muscle functions and gaits on our insect-like robot AMOS.
In Chapter 2, one can see that the biomechanical mechanisms such as pneumatic artificial muscles are developed and applied to legged robot locomotion (Oku et al., 2012; Vanderborght et al., 2008). Their aims are to emulate the musculoskeletal systems of legged animals to improve current robotic performances (e.g., energy efficiency). However, such aims and emulations are the paradoxes where closer to those of the animals the musculoskeletal systems of the robots are, poorer the robotic performances (e.g., mobility) are. For example, although the morphologies of the hexapod robots AirBug and Ajax (see Figs. 2.4 (b) and (c)) are closer to those of the insects, their energy efficiency and mobility are degraded (Dillmann et al., 2005; Kingsley et al., 2006). By contrast, the energy efficiency and mobility of another insect-like robot EduBot are greatly upgraded because of a largely simplified musculoskeletal system (Galloway et al., 2013). In EduBot, there are only one DOF (degree of freedom) and a compliant slider in each leg that are different from neurally coordinated many DOFs and several muscles in that of an insect (e.g., Blaberus discoidalis). Therefore, this simplest (i.e., template, see Fig. 1.4 (b)) system failed to model a nervous system, muscles, joints, and legs with many DOFs like in insects (Holmes et al., 2006). Moreover, due to its simplicity, EduBot did not show insect-like muscle functions (e.g., brakes) that are comparable to those of biological insect muscles (Ahn and Full, 2002; Sponberg et al., 2011). EduBot only presented variable compliant legs by using the geared DC motors to manually adjust the lengths of the compliant sliders.

Although biological muscles are usually considered as motors that produce positive work (Nishikawa et al., 2007), they can perform other functions like struts, springs, dampers, and brakes (Dickinson et al., 2000; Gabaldón et al., 2004; Roberts et al., 1997; Fish, 2002). For example, in an insect (i.e., Blaberus discoidalis), its muscle 179 acts as a brake that produces negative work by absorbing the energy from the perturbed loads (Ahn and Full, 2002). This muscle function (i.e., the brake) enables the insects to accomplish joint stability and locomotor mobility over difficult terrains (Dickinson et al., 2000; Sponberg and Full, 2008; Sponberg et al., 2011; Full et al., 2002). The muscle function is quantified using the work loop technique.
Chapter 3: Biomechanical mechanisms for Variable Compliance Control

(Biewener, 2003; Ahn, 2012) where the muscle mechanical responses (i.e., muscle force and length) are measured. Generally the mechanical responses can be represented by a simplified Hill’s muscle model (Ghigliazza and Holmes, 2005; Hill, 1938; Zajac, 1989) where each muscle contains a contractile element CE and a parallel element PE (see Fig. 3.2 (a)). The CE and PE produce active force $F^C$ and passive force $F^P$ that constitute the total muscle force $F^T$,

$$F^T = F^C + F^P,$$

(3.1)

where the active force $F^C$ is a product of a neural activation $N^C$, a length-dependent function $f(\bar{L})$ (see Fig. 3.1 (a)), and a velocity-dependent function $f(\bar{V})$ (see Fig. 3.1 (b)):

$$F^C = F_0 N^C f(\bar{L}) f(\bar{V}),$$

(3.2)

where $F_0$ denotes the scale factor, $N^C$ is the neural activation that follows two linear second ODEs (ordinary differential equations) and a nonlinear algebraic function (see Eqs.(1-3) in (Kukillaya and Holmes, 2009)), the function $f(\bar{L})$ is given by a third polynomial function (see Eq.(4) in (Kukillaya and Holmes, 2009)) of the normalized muscle length $\bar{L}$, and the function $f(\bar{V})$ is represented by a piecewise-smooth function (see Eqs.(6-7) in (Kukillaya and Holmes, 2009)).

Figure 3.1: The length-dependent and velocity-dependent functions $f(\bar{L})$ and $f(\bar{V})$ of an insect muscle. (a) The length-dependent function $f(\bar{L})$. (b) The velocity-dependent function $f(\bar{V})$. The figures are modified from Kukillaya and Holmes (2009).

In addition to the active force $F^C$, the passive force $F^P$ also contributes the total muscle force $F^T$. $F^P$ is given by:

$$F^P = K\Delta L + DV,$$

(3.3)
where $K$ and $D$ denote the stiffness and damper parameters of the parallel element PE, and $\Delta L$ and $V$ are its displacement and velocity.

Figure 3.2: Schematic models of the insect muscle. (a) An insect muscle model (Ghigliazza and Holmes, 2005). The model is a simplified Hill muscle model (Hill, 1938; Zajac, 1989). Here each muscle consists of a contractile element and a parallel element (i.e., $CE$ and $PE$), which produce contractile force $F^C$ and parallel force $F^P$, respectively. Its total produced force $F^T$ is the sum of $F^C$ and $F^P$. (b) A pair of the agonist and antagonist mechanisms. Here the insect joint that suffers the external force $f_{ext}$ is driven a pair of the agonist and antagonist mechanisms. The modeling of each muscle is based on the simplified insect muscle model. More details of the simplified model can be seen at Fig. 3.4.

The insect muscle model had been applied only to the computer simulations of insect locomotion (Proctor and Holmes, 2010; Kukillaya and Holmes, 2009), because its applications require the hundreds of motor neurons and dozens of tuned parameters. For example, 16 parameters (see the table 3 in (Kukillaya and Holmes, 2009)) need to be tuned to fit the neural activation $N^C$, the length-dependent function $f(\bar{L})$, and the velocity-dependent function $f(\bar{V})$ (see Eq.(3.2)) to the experimental data obtained from the insects. This leads to the complexities and difficulties of being applied to physical insect-like robots with musculoskeletal systems. In the musculoskeletal systems of the insects, their passive properties play major roles in joint stability and locomotor mobility over tough terrain (Revzen et al., 2013; Dudek and Full, 2006;
Haeufle et al., 2010; Koditschek et al., 2004), compared the active properties that are governed by the neural activities. For example, there are no changes detected in neural activities for controlling key muscles or performing precise limb coordination of insects when walking over an uneven surface (Sponberg and Full, 2008). This finding shows that insects perform adaptive leg motions and compensate perturbations by relying more on the passive properties of the muscles.

Inspired by the biological principles mentioned above, Chapter 3 will present that the insect-like robot AMOS can generate variable compliant joint motions against various perturbations (e.g., hand pushing). The implementation relies only on the passive elements (i.e., PEs) of the agonist-antagonist mechanisms (see Fig. 3.2 (b)). As a result, such compliant joint motions lead to the reductions of contact forces and soft interactions against the perturbations. Interestingly, the insect-like muscle functions (i.e., brakes) underlying the variable compliant joint motions are comparable to those of biological insect muscles (Dickinson et al., 2000; Full et al., 1998; Ahn and Full, 2002; Sponberg et al., 2011). In principle, the implementation of such joint motions is comparable to proportional-derivative control (PD control) where software control of joint positions can be achieved adjusting its derivative parameter (i.e., damper parameter) (Tomei, 1991; Luca et al., 2005). This makes the implementation differ from bulky passive variable compliant hardware such as variable stiffness actuators (VSAs) (Ham et al., 2009) and artificial muscles (Schmitt et al., 2012). Taken together, the proposed muscle model (see Fig. 3.2 (b)) provides a way forward to emulate muscle-like functions that are comparable to those of biological muscles. The emulation of the muscle-like functions relies only on the PEs of the agonist-antagonist mechanisms (see Fig. 3.2 (b)) that are implemented on the insect-like robot AMOS.

3.1 The insect-like robot AMOS

Here we use an insect-like (i.e., hexapedal) robot (i.e., AMOS, 5.4 kg weight, see Fig. 3.3 (a)) as our experimental platform. It has six three-jointed legs, and each leg (see Fig. 3.3 (b)) emulates the morphology of an insect leg (Zill et al., 2004) (see Fig. 3.3(c)). Every leg has a TC (Thoraco Coxal) joint allowing forward and backward motions, a CTr (Coxa Trochanteral) joint allowing elevation and depression motions, and an FTi (Femur Tibia) joint allowing extension and flexion motions (see Fig. 3.3 (b)). Each joint is physically driven by a standard servo motor (i.e., HSR-5990TG). There is a force sensor (i.e., FS Series Force Sensor) used for detecting an analog force signal at each leg (see \( f_{c1-6} \) in Fig. 3.3 (a)). A current sensor, installed inside the body of the hexapod robot, is used to measure the electrical current supplied to all motors of the robot. Here, the current sensor signal is used to calculate power consumption during walking. The sensory data are transmitted via an RS232 serial connection to an external PC on which the controller is implemented. Through the same connection, the final motor commands of the controller are sent to the robot.
joints, each of which is driven by a pair of the virtual muscle-like components. More details of AMOS hardware\textsuperscript{1} can be seen at Manoonpong et al. (2013b).

\textbf{Figure 3.3:} An insect-like (i.e., hexapedal) robot AMOS. (a) AMOS and its sensors. \( fc_{(1-6)} \) are force sensors. (b) A leg with three degrees of freedom. Note that the tarsus segments are ignored here. (c) An insect leg (modified from Zill et al. (2004)).

\textsuperscript{1}http://manoonpong.com/AMOSII.html
3.2 Virtual muscle-like mechanisms for variable compliance control

In our implementations, each virtual muscle-like mechanism is modeled as contractile and parallel elements (see Fig. 3.2 (a)) that produce active and passive forces, respectively. In the case of controlling a physical joint, the joint is driven by two virtual muscle-like components $M_1$ and $M_2$ (see Fig. 3.4(a)) that act together as a virtual agonist-antagonist mechanism (VAAM). Virtual means that the joint, physically driven by a standard servo motor, generates variable compliant motions as if it were driven by a pair of physical agonist and antagonist muscles. The VAAM produces active and passive forces using its contractile and parallel elements (CEs and PEs, see Fig. 3.4(b)). The joint actuation relies on the CEs, while the PEs govern joint compliance.

The parallel elements (i.e., PEs) are modeled as spring-damper systems (see Fig. 3.4(b)) in terms of a Voigt muscle model (Heitmann et al., 2012). The matrix $[f_1^P, f_2^P]^T$ of passive forces generated by $PE_{(1,2)}$ is the sum of two Hadamard products:

$$
[f_1^P, f_2^P]^T = \Gamma_{2\times1} \circ L_{2\times1} + \Phi_{2\times1} \circ V_{2\times1},
$$

(3.4)

where

- $\Gamma_{2\times1}$ is the matrix of stiffness parameters of $PE_{(1,2)}$, i.e., $\Gamma_{2\times1} = [K, K]^T$;
- $L_{2\times1}$ is the matrix of displacements of $PE_{(1,2)}$, i.e., $L_{2\times1} = [l_1^P - l_0, l_2^P - l_0]^T$. $l_0$ is the initial length of $PE_{(1,2)}$;
- $\Phi_{2\times1}$ is the matrix of damper parameters of $PE_{(1,2)}$, i.e., $\Phi_{2\times1} = [D, D]^T$;
- $V_{2\times1}$ is the matrix of velocities of $PE_{(1,2)}$, i.e., $V_{2\times1} = [v_1^P, v_2^P]^T$ (see $v_1^P$ and $v_2^P$ in Fig. 3.4(a)).

The active forces produced by the CEs are approximated by the product of the neural activity $N_j$ and the activity strengths $i_{(1,2)}$. The matrix $[f_1^C, f_2^C]^T$ of the active forces generated by $CE_{(1,2)}$ (see Fig. 3.4 (b)) is represented by:

$$
[f_1^C, f_2^C]^T = N_j \times [i_1, i_2]^T,
$$

(3.5)

where

- $N_j$ is the neural activity of $CE_{(1,2)}$ (i.e., $N_j \in [-1, 1]$). It is one of the outputs $N_{1-18}$ of the MNN (see Fig. 4.2 (d));
- $[i_1, i_2]^T$ is the matrix of activity strengths for $CE_{(1,2)}$ (i.e., $i_{(1,2)} \in [-1, 1]$). Here they are set to: $i_1 = -i_2 = 0.5$. 

Figure 3.4: The virtual agonist-antagonist mechanism (VAAM) for joint control interacting with the ground surface. (a) The physical joint $P$ is driven by a VAAM (i.e., $M_1$ and $M_2$) with the lengths $L_1$ and $L_2$. The interaction results in an external force $f_{ext}$, which drives the joint $P$ with radius $r$ via the shank with length $L$. $f_{ext}$ is sensed by a force sensor (i.e., $O$), and $f_{\perp}$ is the amount of $f_{ext}$ directly perpendicular to the position of the joint $P$. $\theta$ is the rotational angle of the joint $P$ relative to the absolute frame $Z$. (b) The agonist and antagonist mechanisms consist of contractile and parallel elements ($CE_{(1,2)}$ and $PE_{(1,2)}$). $PE_{(1,2)}$ are spring-damper systems producing passive forces. $CE_{(1,2)}$ generate active forces depending on the neural activity $N_j$ and the activity strengths $i_{(1,2)}$ (i.e., $i_{(1,2)} \in [-1, 1]$). The neural activity $N_j$ is one of the outputs $N_{1-18}$ of the modular neural network (see Fig. 4.2(d)).

Note that the active forces generated by the CEs here are simplified to be the products of the neural activity and strengths where the length-dependent and velocity-dependent functions (see Eq.(3.2)) are set to 1. This is because the simplified CEs of the VAAM receive the neural activity $N_j$ only to drive the joint, rather than reproduce the property-dependent functions of an insect muscle. Moreover, the VAAM can easily yield insect-like muscle functions (i.e., brakes, see Figs. 3.11 (c) and (d)) relying only on their parallel elements $PE_{(1,2)}$.

The total forces $f^T_1$ and $f^T_2$ are the sum of the active and passive forces produced
by the muscle pair $M_1$ and $M_2$. They are given by (derived from Eqs.(3.4) and (3.5)):

$$f_T^1 = f_P^1 + f_C^1 = K(l_P^1 - l_0) + Dv_P^1 + N_j i_1,$$

$$f_T^2 = f_P^2 + f_C^2 = K(l_P^2 - l_0) + Dv_P^2 + N_j i_2.$$  

The antagonist mechanism $M_2$ (see Fig. 3.4 (a)) resists the extension of the joint angle $\theta$ when receiving the force $f_{ext}$, which is sensed by a force sensor. Simultaneously, the agonist mechanism $M_1$ (see Fig. 3.4 (a)) produces opposing force against $M_2$. Therefore, the directions of $f_T^1$ and $f_{ext}$ are counter-clockwise when the direction of $f_T^2$ is clockwise. Their torques acting on the joint $P$ (see Fig. 3.4 (a)) are represented by:

$$\tau(f_T^1) = f_T^1 r = (K(l_P^1 - l_0) + Dv_P^1 + N_j i_1) r,$$

$$\tau(f_T^2) = -f_T^2 r = -(K(l_P^2 - l_0) + Dv_P^2 + N_j i_2) r,$$

$$\tau(f_{ext}) = f_{\perp} L = f_{ext} \sin(\theta) L,$$

where $r$ is the radius of the joint $P$. $f_\perp$ is the amount of $f_{ext}$ directed perpendicularly to the position of the joint $P$. $L$ is the length of the shank of the joint $P$. Note that the direction of torque $\tau(f_T^2)$ is opposite to those of $\tau(f_T^1)$ and $\tau(f_{ext})$. We consider the torque pointing outward from the page as the positive torque (e.g., $\tau(f_T^1)$ and $\tau(f_{ext})$).

We apply Euler’s law to the rotation of the joint $P$ (see Fig. 3.4(a)). The net torque $\sum \tau$ acting on the joint $P$ is equal to the product of its moment of inertia $I$ and angular acceleration $\ddot{\theta}$. It is given by:

$$I \ddot{\theta} = \sum \tau = \tau(f_{ext}) + \tau(f_T^1) + \tau(f_T^2).$$  

Derived from Eq.(3.11) (see more details in Appendix A.1), the motion equation of the joint $P$ is given by:

$$I \ddot{\theta} = f_{ext} \sin(\theta) L + [r N_j - 2\tau^2(K \theta + D\dot{\theta})].$$  

Equation (3.12) governs the angle $\theta$ of a physical joint driven by the VAAM that is activated by the output $N_j$ ($j \in Z_{[1,18]}$) of the MNN (see the values of $I$ and $r$ at Appendix A.2). The joint angle $\theta$ and joint velocity $\dot{\theta}$ in Eq.(3.12) are not from sensory feedback but calculated using fourth-order RungeKutta.
3.3 Variable compliance control for hexapedal standing and walking

Here, we first investigate compliant joint control driven only by the passive elements (i.e., $PE_{(1,2)}$) of the VAAM. Thus setting the neural output $N_j$ to 0 in Eq.(3.12), the compliant joint control is given by:

$$I \ddot{\theta} = \left( f_{ext} \sin(\theta)L - 2r^2(K\theta + D\dot{\theta}) \right).$$

Equation (3.13) shows that the VAAM relies only on its passive elements (i.e., $PE_{(1,2)}$) to achieve variable compliance control (see Fig 3.5). In principle, the VAAM shares a connection to classical impedance control approaches (Hogan and Buerger, 2004; Hwangbo et al., 2014) based on proportional-derivative (PD) control (see Eq.(2.1)) (Tomei, 1991; Luca et al., 2005).

\[
\begin{align*}
I \ddot{\theta} &= \left( f_{ext} \sin(\theta)L - 2r^2(K\theta + D\dot{\theta}) \right). \\
\end{align*}
\]

Figure 3.5: Compliant joint control based on the parallel elements $PE_{(1,2)}$ of the VAAM. The controller produces joint angle $\theta$ after receiving exciting force feedback $f_{ext}$, which arises by the interactions with the environment. Variable compliant joint motions can be produced adjusting the stiffness and damper parameters (see $K$ and $D$ in Eq.(3.13)) of $PE_{(1,2)}$. 

\[
\begin{align*}
I \ddot{\theta} &= \left( f_{ext} \sin(\theta)L - 2r^2(K\theta + D\dot{\theta}) \right). \\
\end{align*}
\]
Figure 3.6: A comparison of different configurations of the parallel element (PE). (a) Only \( PE_2 \). (b) Only \( PE_1 \). (c) A pair of \( PE_{(1,2)} \). All \( PE_{(1,2)} \) mentioned above have the same stiffness and damper parameters, i.e., \( K = 0.8, D = 1.0 \).

Generally, the single spring-damper system (see Fig. 3.6 (a) or (b)) is applied to PD control of the joint (see Eq.(2.1)). Unlike the classical PD controllers, the VAAM is the bio-inspired controller where a pair of the spring-damper systems (see Fig. 3.6 (c)) is used as its passive elements that emulate passive properties of the agonist and antagonist muscles. That is because a pair of agonist and antagonist mechanisms (see Fig.3.6 (c)) acting in concert can generate more power than the sum of them acting individually (i.e., a single agonist or antagonist mechanism, see Fig. 3.6 (a) or (b)) when receiving a certain load (Farahat and Herr, 2010). In addition, a pair of the PEs (Fig. 3.6 (c)) allows for faster joint stability, compared to a single agonist or antagonist mechanism (see Figs. 3.6 (a) and (b)). Specifically, the control of the single agonist/antagonist follows as (rewriting Eq.(3.13)):

\[
I\ddot{\theta} = f^{ext} \sin(\theta)L - r^2(K\dot{\theta} + D\dot{\theta}).
\]  

(3.14)

One can see that \( PE_1 \) or \( PE_2 \) leads to slower joint stability than when the joint is driven by a pair of \( PE_1 \) and \( PE_2 \) (see Figs. 3.7). Thus, a pair of the PEs outperforms the other configurations by producing fast stabilizing joint movement. Moreover, such a pair of the PEs produces smooth and compliant joint motions to well fight against noisy exciting forces (e.g., see Figs. 3.7). Actually similar compliant joint motions can be also achieved using admittance/impedance controllers (Yang et al., 2011) or VSAs (Variable Stiffness Actuators) (Ham et al., 2009). In general, the VSAs are based on the concepts of the SEAs (Serial Elastic Actuators) (Pratt et al., 2002). For instance, a VSA with variable physical dampers can be tuned within a
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Figure 3.7: Stability comparison. (a) Exciting and noisy force $f_{ext}$. (b) Joint angles $\theta$. Green line: $PE_1$ or $PE_2$; blue line: a pair of $PE_{(1,2)}$. Initial value $[\theta_0, \dot{\theta}_0] = [0.175\,\text{rad}, 0\,\text{rad/s}]$. The joint driven by the pair of $PE_{(1,2)}$ smoothly reaches faster stability than when it is driven by only $PE_1$ or $PE_2$ (see the three setups in Figs. 3.6). All PEs have same stiffness and damper parameters $[K, D]$, i.e. $[K, D] = [0.8, 1.0]$. Interestingly, this parameter setup makes a pair of $PE_{(1,2)}$ generate the muscle-like functions (i.e., smooth brakes, see Fig. 3.10 (b)), which are comparable to those of biological muscles (Ahn and Full, 2002; Full et al., 1998). By contrast, only $PE_1$ or $PE_2$ cannot produce the smooth brake (see Fig. 3.10 (a)).
wide range of impedance through admittance control (Laffranchi et al., 2011). However, the hardware of the VSAs is too bulky and complex to be applied to small robotic platforms (less than 8 kg weight (Galloway, 2010)) (Semini et al., 2013; Hurst et al., 2010). Whereas variable admittance/impedance controllers can reduce hardware complexities using software control of joint compliance (Albu-Schäffer et al., 2011; Buchli et al., 2011). Generally, variable compliant joint motions are achieved adjusting the stiffness and damper parameters of the virtual spring-damper systems that replace physical springs and dampers (e.g., see Eq.(2.1)) (Hogan and Buerger, 2004; Hwangbo et al., 2014). Such joint motions enable robots to behave variable soft interactions against different perturbations (e.g., hand pushing). In addition, they make the robots return to original postures when the perturbations disappear. For example, Stephens and Atkeson developed a predictive model relying on force/torque feedback on each joint of the Sarcos humanoid robot (80 kg weight) where each joint is driven by a hydraulic actuator (Stephens and Atkeson, 2010a). The model allows the humanoid robot to stabilize its body after perturbations are removed (Stephens and Atkeson, 2010b). Besides, Havoutis et al. used virtual model control for the quadruped robot HyQ (90 kg weight), which is a fully torque-controlled hydraulically actuated robot. The virtual model controller relies on force/torque feedback on each joint of the robot (I. Havoutis and Caldwell, 2012). However, such controllers rely heavily on complex force/torque sensing at each joint of the system (Yu et al., 2011), which are still hard to be applied to small robotic platforms (less than 8 kg weight (Galloway, 2010)). Their performances also depend heavily on the accuracy of additional sensory (i.e., position) feedback (Sensinger, 2010; Ott et al., 2010). By contrast, our proposed virtual agonist-antagonist mechanisms (VAAMs) enable the driven joints to produce variable compliant motions relying only on force sensing at the end effector of each leg, rather than force/torque feedback on each joint. This is because the required angle feedback and velocity feedback of each joint are not directly from sensory feedback but approximated using fourth-order RungeKutta to solve Eq.(3.12). Moreover, compliant joint control based on the VAAMs is more bio-inspired control that leads to easily emulating muscle-like functions, compared to classical admittance/impedance controllers (I. Havoutis and Caldwell, 2012; Ott et al., 2010). Specifically, the VAAMs facilitate easily adjusting the stiffness and damper parameters of their passive elements (i.e., $PE_{(1,2)}$) to emulate muscle-like functions, by novelly using the work loop technique. The technique, prevailing in muscle physiology, can be used to assess the mechanical work and power output of musculoskeletal contractions via in-vitro muscle tests (Biewener, 2003; Ahn, 2012).

---

2Here admittance control is defined as a control method that receives force inputs and generates motion outputs while impedance control is defined as a control method that receives motion inputs and generates force outputs (Ott et al., 2010).

3In-vitro muscle testing is an approach used to characterize properties of living muscle tissues that are removed from an organism.
Using the technique, the muscle force and length are measured when applying an external load. In our implementation, the external load $f_{\text{ext}}$ (see Fig. 3.8) is applied to the joint driven only by the passive elements (i.e., $PE_{(1,2)}$) of the VAAMs (see Eq.(3.13)).

![Figure 3.8: The external load $f_{\text{ext}}$.](image)

Excited by the external load $f_{\text{ext}}$, $PE_{(1,2)}$ of the VAAMs yield the passive forces $f_{(1,2)}^P$ that are given by (derived from Eq.(3.4)):

$$f_{(1,2)}^P = \mp(K\theta r + D\dot{\theta} r), \quad (3.15)$$

where the angle $\theta$ and velocity $\dot{\theta}$ are calculated from Eq.(3.13) using fourth-order Runge-Kutta. In addition, the lengths $l_{(1,2)}^P$ of $PE_{(1,2)}$ satisfy (derived from Eq.(A.4)):

$$l_{(1,2)}^P = l_0 \mp (\theta r), \quad (3.16)$$

where $l_0$ denotes the initial length of $PE_{(1,2)}$, and $r$ is the radius of the joint that is driven only by $PE_{(1,2)}$ of the VAAM (see their values at Appendix A.2). The work loop technique makes the VAAMs easily quantify their resulting muscle-like functions.
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that accommodate different contexts (e.g., standing or walking). For instance, when our insect-like robot AMOS stands against the perturbations, the damper parameter $D = 0.01$ or $D = 0.05$ is better for AMOS to reduce leg contact force (see Fig. 3.15) or achieve faster joint stabilizations (see Fig. 3.17 (c)) showing the muscle-like functions (i.e., springs or dampers). As the springs, the muscle-like mechanisms $PE_{(1,2)}$ are able to produce negative work by fast swinging between states of compliant motions (e.g., see Figs. 3.17 (a) and (b)). In addition, the muscle-like mechanisms $PE_{(1,2)}$ act as the dampers to absorb energy from the perturbed load (e.g., see Fig. 3.17 (c)), which leads to faster joint stabilization. As the dampers, the muscle-like mechanisms $PE_{(1,2)}$ absorb energy in a more oscillatory way (see $D = 0.05$ in Figs. 3.9) during perturbed legged standing. By contrast, stable legged walking requires the muscle-like mechanisms $PE_{(1,2)}$ to serve as stronger absorbers (i.e., brakes) that stably shorten and lengthen due to more dynamic imposed loads. In insect locomotion, for example, their muscles often serve as the brakes (i.e., stronger load absorbers) such that they can stably absorb energy from more dynamic imposed loads (Dickinson et al., 2000; Ahn and Full, 2002). To emulate such brakes, $PE_{(1,2)}$ need to stably absorb energy from the perturbed loads. In the absorption, $PE_{(1,2)}$ shorten with the decreasing force outputs (e.g., see $PE_{1}$ in Fig. 3.10 (b)). After the absorption, $PE_{(1,2)}$ stably lengthen and return back to the initial lengths due to being the brakes. Thus the force-length loops of the brakes are characterized as the clockwise and closed force-length loops. Since the damper parameter $D = 0.05$ is too lower to make $PE_{(1,2)}$ act as the stronger absorbers (i.e., brakes), the damper parameter of $PE_{(1,2)}$ needs to be increased to emulate the brakes for insect-like walking. For example, increasing the damper parameter $D$ to 1.0 enables $PE_{(1,2)}$ to act as the brakes that stably shorten and lengthen when the load is applied and removed (see $D = 1.0$ in Figs. 3.9). The stable lengthening and shortening behaviors are characterized by the clockwise and closed force-length loops (see Fig. 3.10 (b)). Interestingly, such force-length loops of the muscle-like mechanisms (i.e., $PE_{(1,2)}$) are comparable to those of insect muscles (Dickinson et al., 2000; Full et al., 1998; Ahn and Full, 2002). Therefore, fixing the damper parameter $D$ of $PE_{(1,2)}$ to 1.0 is better for AMOS to achieve insect-like walking due to being stronger absorbers (i.e., brakes). Note that the stiffness parameter $K$ of $PE_{(1,2)}$ is set to 0.8 in these brakes (see their force-length loops in Fig. 3.10 (b)). In addition, adjusting the stiffness parameter $K$ of $PE_{(1,2)}$ of the VAAMs will present different loops when their damper parameter is fixed to 1.0. For example, lower (see Figs. 3.11 (a) and (b)) or higher (see Figs. 3.11 (e) and (f)) stiffness parameters cannot make $PE_{(1,2)}$ produce clockwise and closed force-length loops.

Whereas $PE_{(1,2)}$ can present clockwise and closed force-length loops when their stiffness parameter $K$ is set to 3.0 or 4.0 (see Figs. 3.11 (c) and (d)). This is because the stiffness parameter $K = 3.0$ or $K = 4.0$ enables $PE_{(1,2)}$ to appropriately produce soft lengthening and shortening behaviors (e.g., returning the original length), which leads to closing the force-length loops (see $K = 3.0$ and $K = 4.0$ in Fig. 3.12). There-
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Figure 3.9: The lengths of $PE_{(1,2)}$ of the VAAMs with different damper parameters. Here the stiffness parameter $K$ is set to 0.8. (a) $PE_1$’s lengths $l_1^p$. (b) $PE_2$’s lengths $l_2^p$. Once can see that the damper parameter $D = 0.05$ makes $PE_{(1,2)}$ act as the dampers that absorb energy from the load in a more oscillatory way. Whereas increasing the damper parameter $D$ to 1.0 enables $PE_{(1,2)}$ to serve as the brakes, which stably absorb loads.
Figure 3.10: The force-length loops of $PE_{(1,2)}$ and the VAAM with the stiffness and damper parameters $K = 0.8, D = 1.0$. The forces $f_{(1,2)}^P$ and lengths $l_{(1,2)}^P$ satisfy Eqs.(3.15) and (3.16). (a) Only $PE_2$ or $PE_1$ (see Figs. 3.6 (a) and (b)). Only $PE_2$ or $PE_1$ doesn’t stably absorb energy from the load (see Fig. 3.7 (b)). (b) the VAAM (see Fig. 3.6 (c)). Its $PE_{(1,2)}$ act as the brakes that stably absorb energy from the load (see $D = 1.0$ in Figs. 3.9). $O$ is the starting point of the force-length loops. Note the symbols ‘$-$’ inside the clockwise loops mean $PE_{(1,2)}$ act as the brakes that result in negative work. Here the applied load is $f^{ext}$ shown in Fig. 3.8.

Therefore, such intermediate stiffness parameters enable $PE_{(1,2)}$ to act as the brakes that properly absorb energy from the load during perturbed hexapedal walking. Whereas lower (e.g., $K = 0.1$) or higher (e.g., $K = 7.0$) stiffness parameters cannot make $PE_{(1,2)}$ return their original lengths (see the dotted and darked lines in Fig. 3.12),
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Forces $f_p(1, 2)$
Lengths $l_p(1, 2)$

Figure 3.11: The force-length loops of $PE_{(1, 2)}$ of the VAAMs varies with different stiffness parameters $K$. (a) $K = 0.1$. (b) $K = 0.5$. (c) $K = 3.0$. (d) $K = 4.0$. (e) $K = 6.5$. (f) $K = 7.0$. Figures (c) and (d) show the clockwise and closed force-length loops that are referred as the brakes. These muscle-like functions of $PE_{(1, 2)}$ are comparable to those of insect muscles during their walking (Dickinson et al., 2000; Full et al., 1998; Ahn and Full, 2002). Here the damper parameter $D$ is set to 1, and the applied load is $f^{ext}$ shown in Fig. 3.8.

which results in low or high stiff joint motions. Note that “high stiff” (i.e., stiffer) here means that a joint greatly resists the influence of external forces (e.g., see $K = 7.0$ in Fig. 3.12), thereby leading to low joint compliance (Pratt, 2000, 2002). By contrast, “low stiff” (i.e., softer) here means that a joint allows external forces to influence its movement easily (e.g., see $K = 0.1$ in Fig. 3.12), thereby resulting in high joint compliance (Pratt, 2002; Pratt et al., 2002). One can see that the joint driven by
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Figure 3.12: $P{E_2}$’s lengths $l_P^2$ that vary with stiffness parameters $K$. $K = 3.0$ or $K = 4.0$ makes $P{E_2}$ appropriately generate soft lengthening and shortening behaviors (e.g., return to initial lengths), compared to lower (e.g., $K = 0.1$) or higher (e.g., $K = 7.0$) stiffness parameters. Here their damper parameters $D$ are set to 1, and the applied load is $f_{ext}$ shown in Fig. 3.8.

$P{E_{(1,2)}}$ produces intermediate compliant motions when the stiffness and damper parameters are set as: $K = 3$ or $K = 4$, and $D = 1.0$ (see $K = 3$ and $K = 4$ in Fig. 3.12). These two setups enable $P{E_{(1,2)}}$ to serve as the brakes, which are comparable to those of biological insect muscles (Ahn and Full, 2002). Such insect-like muscle functions (i.e., brakes) are better for our insect-like robot AMOS to stably and compliantly fight against the perturbations during its walking on rough surfaces (e.g., gravel). Thus the two setups are chosen to achieve stable and variable compliant hexapedal walking on rough surfaces (see Table 3.1). By contrast, for variable compliant standing, AMOS needs to produce more compliant joint motions (e.g., see $D = 0.05$ in Figs. 3.9) to handle static and dynamic loads (e.g., hand pushing). Therefore, the three values of the damper parameter $D$ will be chosen for AMOS’s standing to fight against the
3.4 VARIABLE COMPLIANT HEXAPEDAL STANDING AGAINST LOADS

Table 3.1: The setups of stiffness and damper parameters \([K, D]\) in hexapedal standing and walking

<table>
<thead>
<tr>
<th>Applications</th>
<th>([K, D])</th>
<th>Muscle-like functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standing</td>
<td>([0.8, 0.001], [0.8, 0.01], [0.8, 0.05])</td>
<td>springs and dampers (see Figs. 3.17)</td>
</tr>
<tr>
<td>Walking</td>
<td>([3.0, 1.0] \text{and} [4.0, 1.0])</td>
<td>brakes (see Figs. 3.11 (c) and (d))</td>
</tr>
</tbody>
</table>

loads when the stiffness parameter \(K\) is set to 0.8 (see Table 3.1). To our knowledge, the model of the VAAMs is the first bio-inspired muscle model that novelty utilizes the work loop technique to quantify muscle-like functions underlying variable compliant joint motions. As a result, such a quantification facilitates easier emulations of muscle-like functions and their applications (e.g., standing) on compliant joint control (see Table 3.1).

3.4 Variable compliant hexapodal standing against loads

The variable compliance control is applied to the FTi and CTr joints of AMOS based on the PEs of the VAAMs. Specifically, each of them is driven by a pair of \(PE_{(1,2)}\) of the VAAM (see Fig. 3.13). Note that the TC joint of the leg allowing only horizontal motion is not affected by the PEs of the VAAM, since there is only detection of vertical foot force at the end effector of the leg. Thus the joint control of a two-jointed leg follows as (rewrite Eq.(3.13)):

\[
\ddot{\theta}_{(2\times2)} I_{(2\times1)} = f^{ext} \vec{V}_{(2\times1)} - 2r^2 (\theta_{(2\times2)} K_{(2\times1)} + \dot{\theta}_{(2\times2)} D_{(2\times1)}),
\]  

where its matrices are:

\[
\ddot{\theta}_{(2\times2)} = \begin{bmatrix} \ddot{\theta}_1 & 0 \\ 0 & \ddot{\theta}_2 \end{bmatrix}, \quad I_{(2\times1)} = \begin{bmatrix} I \\ I \end{bmatrix},
\]

\[
\vec{V}_{(2\times1)} = \begin{bmatrix} \vec{V}_1 \\ \vec{V}_2 \end{bmatrix}, \quad \vec{V}_1 = L_1\sin(\theta_1), \quad \vec{V}_2 = L_2\cos(\theta_2) + \vec{V}_1,
\]

\[
\theta_{(2\times2)} = \begin{bmatrix} \theta_1 & 0 \\ 0 & \theta_2 \end{bmatrix}, \quad K_{(2\times1)} = \begin{bmatrix} K \\ K \end{bmatrix},
\]

\[
\dot{\theta}_{(2\times2)} = \begin{bmatrix} \dot{\theta}_1 & 0 \\ 0 & \dot{\theta}_2 \end{bmatrix}, \quad D_{(2\times1)} = \begin{bmatrix} D \\ D \end{bmatrix}.
\]
The values of \( I \) and \( L_{(1,2)} \) are fixed and can be seen at Appendix A.2. Changing the stiffness and damper parameters in \( K_{(2 \times 1)} \) and \( D_{(2 \times 1)} \) enables AMOS to generate variable compliant joint motions that fight against different loads. As a result, such compliant joint motions lead to friendly robotic interactions (e.g., the preventions of the damages) with different environments.

![Figure 3.13: Variable compliant control of a two-joint leg based on the PEs of the VAAMs. Each joint (i.e., \( J_{(1,2)} \)) is driven by a pair of \( PE_{(1,2)} \) of the VAAM. After the exciting force \( f_{ext} \) is imposed, the two joint angles \( \theta_1 \) and \( \theta_2 \) vary with the different stiffness and damper parameters of \( PE_{(1,2)} \) (see Eqs. (3.20) and (3.21)). The lengths of the links are \( L_1 \) and \( L_2 \). \( \vec{V}_1 \) and \( \vec{V}_2 \) are the displacement vectors of \( J_{(1,2)} \), which \( f_{ext} \) directly or indirectly acts on.](image)

### 3.4.1 Reducing impact force against a static load

In the experimental setup (see Fig. 3.14), AMOS was placed between supporters having a total height of 18 cm (i.e., \( L_s = 18 \text{ (cm)} \)). Due to its height 22 cm, AMOS carried the load when we placed a board (i.e., a static load) on top of it. Thus, AMOS’s legs have to resist the load when the passive springs fail (i.e., they cannot be compressed any more). Here the suffered impact forces \( FC_{1-4} \) at legs are used to measure the performances of four setups, three of which are empirically adjusted stiffness and damper parameters of \( PE_{1,2} \) (see Eq.(3.17) and Table 3.2). \( FC_{1-4} \) are given by:

\[
FC_{1-4} = \sum_{m=1}^{6} f_{cm,1-4}. \tag{3.22}
\]
Figure 3.14: The experimental setup of AMOS against a static load. Here AMOS’s CTr and FTi joints are driven by the pairs of $PE_{1,2}$ (see Fig. 3.13). More details of the setup can be seen at the texts.

Table 3.2: Three stiffness and damper parameter setups of $PE_{1,2}$

<table>
<thead>
<tr>
<th>Stiffness and damper parameters</th>
<th>Setups</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damper parameters $D$</td>
<td></td>
<td>0.001</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Stiffness parameters $K$</td>
<td></td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Here 1 – 4 denote the three parameter setups (see Table 3.2) of $PE_{1,2}$ and the one only with physical springs (without $PE_{1,2}$). $f_{cm,i}$ ($m = 1, 2, \ldots, 5, 6$, see Eq. 3.23) is a normalized impact force at a leg with the setup $i$ ($i = 1, 2, 3, 4$).

One can see that AMOS’s legs suffer less impact forces (see $FC_{1-3}$ in Fig. 3.15) when its joints are driven by the pairs of $PE_{1,2}$, compared with legs only having passive springs (see $FC_4$ in Fig. 3.15). This is because AMOS can automatically adapt its height (see Figs. 3.16 (a), (b), and (c)) when its CTr and FTi joints are driven by the pairs of $PE_{1,2}$ (see Fig. 3.13). Among the three setups of $PE_{1,2}$ (see Table 3.2), the setup S2 (i.e., $K = 0.8, D = 0.01$) results in less impact force (see $FC_2$ in Fig. 3.15), compared to other two setups (see $FC_{(1,3)}$ in Fig. 3.15). This is because the setup S2 allows AMOS to produce compliant and stable joint motions, which adapt its body height equally to the height of the supporters (see Fig. 3.16).
Figure 3.15: Impact forces $FC_{1-4}$ arise from four experimental setups (see Figs. 3.16). We set the stiffness parameter $K$ in Eq. (3.17) to 0.8. After AMOS is imposed with the static load, its legs driven by $PE_{(1,2)}$ suffer less impact forces than without $PE_{(1,2)}$. Moreover, its legs suffer less impact forces when stiffness and damper parameters of $PE_{(1,2)}$ are set as: $[K, D] = [0.8, 0.01]$. (b). This allows AMOS and the supporters to share the load of the board, which leads to less suffered impact force (see $FC_2$ in Fig. 3.15). By contrast, the setup S3 (see Table 3.2) results in stiffer (i.e., less compliant) joint motions pushing the body against the load (see Fig. 3.16 (c)), compared to the setup S2 (see Fig. 3.16 (b)). With the two setups, the suffered impact forces $f_{cm,(2,3)}$ at AMOS’s legs are given by
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(see Figs. 3.16 (b) and (c)):

\[ f_{cm,(2,3)} = f_m \cos(\theta_{(2,3)}), \theta_2 > \theta_3, f_{cm,2} < f_{cm,3}, m = 1, 2, \ldots, 5, 6. \]  \hspace{1cm} (3.23)

Therefore, the setup S2 enables AMOS to suffer less impact force (i.e., \( FC_2 \), see Eq.(3.22)), compared to the setup S3 (see Table 3.2). On the other hand, the setup S1 (see Table 3.2) makes AMOS produce more compliant joint motions, which lead to unstable interactions against the static load.

Figure 3.16: Schematic diagrams of the experiments perturbed with a static load. The muscle-like mechanisms (i.e., PEs of the VAAMs) enable the hexapod robot AMOS to produce variable compliant joint motions against a static load (i.e., white board), which leads to reducing the impact forces. This is because such compliant joint motions lower AMOS’s body down such that AMOS and supporters share the weight of the static load. Whereas AMOS only with physical springs has to resist against the static load by its own. (a) \( D = 0.001 \). (b) \( D = 0.01 \). (c) \( D = 0.05 \). (d) only with physical springs. The angles are: \( \theta_1 > \theta_2 > \theta_3 > \theta_4 \).

In addition to reducing impact force, the three parameter setups (see Table 3.2) enable \( PE_{(1,2)} \) to act muscle-like functions (e.g., the springs, see Figs. 3.17) that are comparable to those of biological muscles (Dickinson et al., 2000). This leads to soft robotic interactions against dynamic loads, which prevent AMOS from the damages (e.g., damaged legs).
3.4.2 Variable soft interactions against dynamic loads

The experimental setup (see Fig. 3.13) of $PE_{(1,2)}$ of AMOS here is similar to that shown in Fig. 3.14. However, instead of a static load, dynamic loads were used here, e.g., hand pushing and releasing. Variably fighting against such loads results from variable compliant joint motions by empirically adjusting the damper parameter $D$ (see Eq. (3.21) and Table 3.2) of $PE_{(1,2)}$. The compliance of joint motions increases with the decreasing damper parameters. Here the stiffness parameter $K$ (see Eq.(3.20)) is fixed to 0.8. Interestingly, these three setups (see Table 3.2) enable $PE_{(1,2)}$ to generate muscle-like functions (see Figs. 3.17) that are comparable to those of biological muscles (Dickinson et al., 2000). Here the muscle-like functions are characterized by force-length loops of $PE_{(1,2)}$ of the VAAMs, in which the forces $f^P_{(1,2)}$ and lengths $l^P_{(1,2)}$ are given by Eqs.(3.15) and (3.16). The functions (e.g., springs) can be inferred by the shapes of their force-length loops. For example, one can see that the damper parameters $D = 0.001$ and $D = 0.01$ enable $PE_{(1,2)}$ to yield different and slanted straight force-length loops (see Figs. 3.17 (a) and (b)). Thus these two parameter setups make $PE_{(1,2)}$ act as the compliant springs when confronted with dynamic loads (i.e., hand pushing and releasing). However, the parameter setups enable $PE_{(1,2)}$ to produce more oscillations of shortening and lengthening, thereby leading to difficultly stabilizing AMOS’s joints. By contrast, $PE_{(1,2)}$ become stiffer and easily stabilize the joints (see the initial point $O$ and the stabilization points $S_{(1,2)}$ in Fig. 3.17 (c)) when their $D$ values are set to 0.05. This is because $PE_{(1,2)}$ act as the dampers (i.e., load absorbers) that only absorb energy from the load. All force-length loops presented in Figs. 3.17 are comparable to those of animal muscles (see Fig. 3 of Dickinson et al. (2000)). The springs and dampers mentioned in this thesis refer to the descriptions in Dickinson et al. (2000). The experimental video can be seen at https://www.youtube.com/watch?v=Oc_HcitlXr8. We would like to also emphasize that the VAAMs are comprised of the contractile and parallel elements (i.e., $CE_{(1,2)}$ and $PE_{(1,2)}$). In Chapter 4, we will integrate the VAAMs with a modular neural network (MNN) where its neural outputs will serve as neural activities of $CE_{(1,2)}$ of the VAAMs. The integration (i.e., neuromechanical control) with proper stiffness parameters enables AMOS to produce insect-like and variable compliant walking, thereby leading to more energy-efficient walking on rough surfaces (e.g., gravel). Allowing the insect-like muscle functions (i.e., brakes, see Figs. 3.11 (c) and (d)), the proper stiffness parameters (e.g., $K = 3.0$ or $K = 4.0$) will be applied to $PE_{(1,2)}$ that control the distal joints (i.e., FTi joints) of AMOS under a proximo-distal gradient of neural control and muscle functions.
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Figure 3.17: Muscle-like functions of $PE_{(1,2)}$ driving the FTi joint. The muscle-like function of $PE_{(1,2)}$ are comparable of those (i.e., springs and dampers) of biological muscles (Dickinson et al., 2000). The implementations rely only on changing the damper parameters $D$ (see $D$ values in Table 3.2) of $PE_{(1,2)}$ driving the FTi joint. (a) Springs ($D = 0.001$). (b) Springs ($D = 0.01$). (c) Dampers ($D = 0.05$). $O$ is the starting point of the force-length loops. Here we fix the stiffness parameter $K$ in Eq.(3.15) to 0.8. More details of the springs and dampers can be seen at the texts.
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Neuromechanical Control for Variable Compliant Hexapedal Walking

In Chapter 3, one can see that the virtual agonist-antagonist mechanisms (VAAMs) rely only on their passive elements (i.e., PEs) to generate insect-like muscle functions (i.e., the brakes, see Figs. 3.11 (c) and (d)). Such functions enable the driven joints to stably and compliantly fight against the perturbations using force feedback (i.e., see $f^{ext}$ in Eq.(3.13)). The insect-like muscle functions are characterized by produced passive forces and lengths (see Eqs.(3.15) and (3.16)) of the PEs excited by force feedback $f^{ext}$. In addition to feedback control, the VAAMs generate active forces (see Eq.(3.5)) deriving from feed-forward neural control (i.e., the modular neural network, see Figs. 4.2). Integrating the two control ways (see Eq.(3.12)), the VAAMs can emulate the muscles driving the proximal and distal joints in a proximo-distal gradient (see Fig. 2.5) that enhances locomotor stability (Daley et al., 2007; Nishikawa et al., 2007; Lee and Biewener, 2011; Lee et al., 2008a). In such a gradient, the proximal joints are less sensitive to the loads and under feed-forward neural control. By contrast, the distal joints are more sensitive to the loads, and under feedback (e.g., force) control that allows variable compliant joint motions against the loads. Thus based on the gradient, the neuromechanical control of AMOS’s three-jointed legs is as follows (see Fig. 4.1): its proximal joints (i.e., TC joints) are driven only by the CEs of the VAAMs (see $\mathbb{1}$ in Fig. 4.1), its intermediate joints (i.e., CTr joints) are driven by the CEs and PEs of the VAAMs, and its distal joints (i.e., FTi joints) are driven only by the PEs of the VAAMs (see $\mathbb{2}$ in Fig. 4.1). The experimental results show that such a setup enables AMOS to achieve more stable walking on rough surfaces (see Fig. 4.5). Therefore the setup enhances stability of legged robot locomotion under classical active compliance control that generally leads to locomotor instabilities (Garcia and de Santos, 2006; Fukuoka et al., 2003). With the setup AMOS achieves variable compliant joint motions that result from different stiffness parameters $K_j$ ($j = 7, 8, \ldots, 17, 18$) of the PEs of the VAAMs, while their CEs are used to coordinate its joints by receiving the neural outputs $N_i$ ($i = 1, 2, \ldots, 17, 18$).

As a result, its coordinated and variable compliant joint motions lead to more energy-efficient walking on rough surfaces (e.g., gravel). Moreover, the compliant
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Figure 4.1: A neuromechanical controller coupled with the proximo-distal gradient. Based on the gradient, the proximal joints are driven only by the CEs of the virtual agonist-antagonist mechanisms (VAAMs) using the neural outputs $N_i$ ($i = 1, 2, \ldots, 17, 18$) of the modular neural network (MNN) (see 1). By contrast, the distal joints are driven only by the PEs of the VAAMs under force feedback (i.e., $F^i_{m,1}$, $m = 1, 2, \ldots, 5, 6$) control (see 2). Based on the same feedback, the intermediate joints are controlled by the CEs and PEs of the VAAMs via descending commands (i.e., $S$, $N_i$, and $O_i$). Such a setup enables AMOS to perform stable and variable compliant walking on rough surfaces (e.g., gravel). The variable compliant walking results from changing the stiffness parameters $K_j$ ($j = 7, 8, \ldots, 17, 18$) of the PEs of the VAAMs.

Joint motions are utilized to well classify the surfaces. Such compliant motions are generated by manually choosing the proper stiffness and damper parameters (i.e., $K_j$ and $D_j$, $j = 7, 8, \ldots, 17, 18$) of the PEs driving the CTi and FTi joints. At the FTi joints, for example, the stiffness parameters $K_{(13-18)} = 3.0$ or $4.0$ enable the PEs to act like insect-like muscle functions (i.e., the brakes (Ahn and Full, 2002), see Figs. 3.11 (c) and (d)). Moreover, their damper parameters $D_{(13-18)}$ are properly fixed to 1.0 such that the FTi joints can stably and compliantly fight against the perturbed loads (see Figs. 3.9). In addition, a proper insect-like gait of AMOS will be generated by fixing the neural input $S$ of the modular neural network (MNN).

4.1 The modular neural network

The modular neural network (MNN) is a biologically-inspired hierarchical neural controller (McCrea and Rybak, 2008), which coordinates the biomechanical components consisting of the three-jointed legs (see Fig. 3.3 (b)) and the virtual agonist-antagonist mechanisms (i.e., VAAMs, see Figs. 3.4). In such coordination, the outputs of the MNN serve as the neural activities of the CEs of the VAAMs coordinating the 18 joints of the hexapod robot AMOS. The MNN consists of a central pattern generator (CPG, see Fig. 4.2 (a)), a phase switch module (PSM, see Fig. 4.2 (b)), and two velocity regulating modules (VRMs, see Fig. 4.2 (c)). All neurons of the MNN are modeled as discrete-time, non-spiking neurons. The activation $H_i$ of each neuron...
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Figure 4.2: Modular neural network. There are three different neuron groups: input neuron (S), hidden neurons (H1−24) and output neurons (N1−18). The input neuron is used to control the gaits of the hexapod robot AMOS. The hidden neurons are divided into three modules: CPG, PSM and VRMs, which have different functionalities (see text for details). The output neurons represent the neural activities of the CEs of the VAAMs (see Figs. 3.4) driving the TC, CTr, and FTi joints. All connection strengths together with bias terms are indicated by the small numbers except some parameters of the VRMs (a = 1.7246, b = −2.48285, c = −1.7246). Delays $\lambda_L$ and $\lambda$ between output neurons are set to 48 time steps and 16 time steps, respectively. The abbreviations are: TR(L)1,2,3 = TC joints of the Right(Left) Front, Middle, Hind legs, CR(L)1,2,3 = CTr joints of the Right(Left) Front, Middle, Hind legs, FR(L)1,2,3 = FTi joints of the Right(Left) Front, Middle, Hind legs.
develops according to:

\[ H_i(t) = \sum_{j=1}^{m} W_{ij} o_j(t-1) + B_i, \quad i = 1, \ldots, m, \quad (4.1) \]

where \( m \) denotes the number of units, \( B_i \) is an internal bias term (i.e., stationary input) to neuron \( i \), and \( W_{ij} \) is the synaptic strength of the connection from neuron \( j \) to neuron \( i \). The output \( o_i \) of all neurons of the MNN is calculated using a hyperbolic tangent (tanh) transfer function, i.e., \( o_i = \tanh(H_i) \in [-1, 1] \). The weights \( W_{ij} \) are

Figure 4.3: Outputs of the motor neurons \( N_{1-18} \). Here the modulatory input \( S \) of the modular neural network is set to 0.04. This results in a slow walking behavior (i.e., a slow wave gait, see Fig. 5.1 (b)). Abbreviations are: R(F, M, H) = Right (Front, Middle, Hind) leg, L(F, M, H) = Left (Front, Middle, Hind) leg.
4.2 THE NEUROMECHANICAL PRINCIPLE

manually designed, except weights $a$, $b$, and $c$ that are obtained by back-propagation learning (see Fig.4.2 (c)). For more details of determining the weights $W_{ij}$, we refer to the previous work (Manoonpong et al., 2008) of the MNN. The CPG consists of only two neurons with full connectivity (see Fig. 4.2(a)), where $B_1$ and $B_2$ are set to 0.01. The weights $W_{12}$ and $W_{21}$ are given by:

$$W_{12}(S) = 0.18 + S, W_{21}(S) = -0.18 - S,$$

where $S \in [0.01, 0.18]$ is the modulatory input of the MNN, which determines the speed of AMOS’s legs, which increases with increasing $S$. Here, we set $S$ to 0.04 resulting in a slow wave gait (see Figs.4.3 and 5.1 (b)) of AMOS, which leads to its stable and energy-efficient locomotion on uneven surfaces (Manoonpong et al., 2013b). The PSM is a generic feed-forward network consisting of three hierarchical layers with ten hidden neurons (i.e., $H_3 - H_{12}$) (see Fig. 4.2 (b)). The outputs of the PSM are projected to the FTi (i.e., $F(R, L)_{(1,2,3)}$) and CTr (i.e., $C(R, L)_{(1,2,3)}$) motor neurons (see Fig. 4.2 (d)), as well as to the neurons $H_{13}$ and $H_{14}$ of the two VRMs (see Fig. 4.2 (c)). The VRMs are feed-forward networks projecting their outputs to the TC motor neurons $T(R, L)_{(1,2,3)}$ (see Fig. 4.2 (d)). Delays $\lambda$ between the motor neurons are fixed (see Fig. 4.2 (d)). For more details of the MNN, we refer to the previous work (Manoonpong et al., 2013b).

4.2 The neuromechanical principle

The neuromechanical principle (i.e., the proximo-distal gradient, see Fig. 4.1) is applied to neuromechanical control of the hexapod robot AMOS, thereby leading to its stable and variable compliant walking on the rough surfaces (e.g., gravel). The neuromechanical controller consists of the neural network (i.e., MNN, see Figs. 4.2) and several muscle-like mechanisms (i.e., VAAMs, see Figs. 3.4). The outputs $O_{1-18} \in [-1, 1]$ of the controller are linearly scaled and transmitted to control the positions of the standard servo motors driving the 18 joints of AMOS (see Figs. 4.4). Note that the command $O_0$ here is set to a constant value (i.e., $O_0 = 0$) for controlling the backbone joint to the middle position. For joint control (i.e., $O_{1-18}$), different control strategies are applied to stance and swing phases, like virtual model controllers (Pratt et al., 2001; Hutter et al., 2011).

4.2.1 Stance phase

According to the three-jointed leg of AMOS, the TC joint of the leg allowing only horizontal motion is not affected by the PEIs of the VAAM since there is only detection of vertical foot force at the end effector of the leg. As a consequence, the TC joint is driven only by the CEIs of the VAAM. By contrast, the CTr and FTi joints of the leg allowing vertical motions can be influenced by vertical foot force. The force
Figure 4.4: The outputs $O_{1-18}$ of the neuromechanical controller. (a) $O_{1-18}$ control the 18 joints of AMOS when receiving analog signals $f_{1-6}^{ext}$, which are detected by the force sensors at the legs. (b) Relationship between the joint outputs $O_{1-18}$ and the joint angles $\theta_{1-18}$. The angular range of the TC, CTr and FTi joints is as follows: $[\beta_1, \beta_2] = [0.32, -0.37](rad)$, $[\beta_3, \beta_4] = [-1.745, 0.785](rad)$, $[\beta_5, \beta_6] = [0.96, -1.222](rad)$.

Table 4.1: Nine tested setups of the PEs and CEs driving the CTr and FTi joints

<table>
<thead>
<tr>
<th>CTr</th>
<th>FTi</th>
<th>PEs and CEs</th>
<th>PEs</th>
<th>CEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEs and CEs</td>
<td>S1</td>
<td>S2</td>
<td>S3</td>
<td></td>
</tr>
<tr>
<td>PEs</td>
<td>S4</td>
<td>S5</td>
<td>S6</td>
<td></td>
</tr>
<tr>
<td>CEs</td>
<td>S7</td>
<td>S8</td>
<td>S9</td>
<td></td>
</tr>
</tbody>
</table>

therefore activates the PEs to generate variable compliant joint motions. We tested nine possible setups of the PEs and CEs (see Table 4.1) driving the CTr and FTi joints in a physical simulator (i.e., lpzrobots simulator (Der and Martius, 2012)). The results show that the setup S2 that is the combination of feed-forward neural and force feedback control at the CTr joint and only force feedback control at the FTi joint, is the best compared to other combinations (see S2 in Table 4.1). This combination allows the hexapod robot AMOS to achieve better coordinated movement and stable locomotion with smaller body oscillations (see Fig.4.5).

Therefore, the control strategy of each three-jointed leg of AMOS is as follows: Each TC joint (i.e., proximal joint) is controlled only by the CEs of the VAAM leading to feed-forward neural control (i.e., pure actuation), each CTr joint (i.e., intermediate joint) is governed by the CEs and PEs of the VAAM combining feed-forward neural and force feedback control (i.e., actuation and compliance), and each FTi joint (i.e.,
distal joint) is driven only by the PEs of the VAAM resulting in force feedback control (i.e., pure compliance) (see Figs. 4.6). This control strategy also complies with the findings revealed by biological studies on three-jointed leg locomotion (Lee et al., 2008a; Raibert et al., 2008). The biological studies show that the proximal joints of animal legs mainly act as actuation while their distal joints serve as compliance and their intermediate joints show the combination (see Fig. 2.5). The outputs $O_{1-18}$ of the proposed neuromechanical controller are calculated as follows:

Figure 4.5: The vertical positions of the hexapod robot AMOS under nine setups of the PEs and CEs (see Table 4.1). The vertical positions show that AMOS walks stably (i.e., smaller body oscillations) when the FTi joints are controlled by only the PEs of the VAAMs, and the CTr joints are controlled by the CEs and PEs of the VAAMs (i.e., the setup S2).
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Figure 4.6: Neuromechanical control for each three-jointed leg. (a) The setup of the PEs and CEs driving the joints. The TC joint is controlled only by the output of the TC motor neuron $T_m$, while the CTr joint is driven by the VAAM activated by the output of the CTr motor neuron $C_{m,1}$ ($m = 1, 2, \ldots, 5, 6$). All outputs of the motor neurons come from the MNN ($T_1^{6,1} = N_1^{6,1}$ and $C_1^{6,1} = N_{7-12}$, see Fig. 4.2 (d)). Besides, the FTi joint is driven only by a pair of parallel elements (i.e., $PE_1$ and $PE_2$) of the VAAM. (b) The roles of joint actuation and compliance. The roles refer to the findings revealed by biological studies on three-jointed leg locomotion (Lee et al., 2008a; Raibert et al., 2008) (see Fig. 2.5).

FTi joints

Each FTi joint is driven only by a pair of $PE_{(1,2)}$ of the VAAM (see Fig. 4.6 (a)). Therefore, the neural activations $N_{6 \times 1}$ to the VAAMs driving the FTi joints are set to zero,

$$N_{6 \times 1} = [0, 0, \ldots, 0]^T. \quad (4.3)$$

In addition, the forces $f_{ext}^{1-6}$ directly result in the extensions and flexions of the FTi joints. Therefore, the matrix $\tau_{FTi}^{6 \times 1}$ of torques acting on the FTi joints is given by (derived from Eq.(3.10)):

$$\tau_{FTi}^{6 \times 1} = V_{F_{6 \times 1}} = F_{6 \times 1} L_{1}. \quad (4.4)$$
where
\[
F_{6\times1}^\perp = F_{6\times1}^{ext} \circ \sin(\theta_{16\times1}) = [f_{1}^{ext} \sin(\theta_{13}), f_{2}^{ext} \sin(\theta_{14}), \ldots, f_{5}^{ext} \sin(\theta_{17}), f_{6}^{ext} \sin(\theta_{18})]^T.
\]

Derived from Eqs. (4.3), (4.4), and (3.12), the matrix \( \theta_{16\times1} \) of the FTi joint angles is the sum of the Hadamard products:
\[
I\ddot{\theta}_{16\times1} = F_{6\times1}^{ext} \circ \sin(\theta_{16\times1}) L_{1} - r(2rK_{16\times1} \circ \theta_{16\times1} + 2rD_{16\times1} \circ \dot{\theta}_{16\times1}), \quad (4.5)
\]
where
\[
\ddot{\theta}_{16\times1} = [\ddot{\theta}_{13}, \ddot{\theta}_{14}, \ldots, \ddot{\theta}_{17}, \ddot{\theta}_{18}]^T, \dot{\theta}_{16\times1} = [\dot{\theta}_{13}, \dot{\theta}_{14}, \ldots, \dot{\theta}_{17}, \dot{\theta}_{18}]^T,
\]
\[
K_{16\times1} = [K_{13}, K_{14}, \ldots, K_{17}, K_{18}]^T, D_{16\times1} = [D_{13}, D_{14}, \ldots, D_{17}, D_{18}]^T.
\]

The angles \( \theta_{m,1} \) (\( m = 1, 2, \ldots, 5, 6 \)) of the FTi joints can be linearly transformed into their outputs \( O_{j} \) (see Fig. 4.4). \( O_{j} \) are given by (j = 13, 14, \ldots, 17, 18):
\[
O_{j} = 0.92\theta_{m,1} + 0.12, \; m = j - 12. \quad (4.6)
\]
The details of Eq. (4.6) can be seen at the appendix A.3.2 (i.e., see Eq. (A.12)).

CTr joints

Each CTr joint is driven by \( PE_{(1,2)} \) and \( CE_{(1,2)} \) of the VAAM. \( CE_{(1,2)} \) are activated by one of the outputs \( N_{7-12} \) (i.e., \( C_{6\times1} = N_{7-12} \)) of the MNN (see Fig. 4.6 (a)). For example, the pair of the VAAM driving the right front CTr joint is activated by \( N_{7} \) of the MNN (see Fig. 4.2 (d)). The forces \( f_{1-6}^{ext} \) indirectly result in the elevations and depressions of the CTr joints. The matrix of the CTr joint angles is \( \theta_{26\times1} = [\theta_{7}, \theta_{8}, \ldots, \theta_{11}, \theta_{12}]^T \). The computation of the torques generated by \( f_{1-6}^{ext} \) needs to be approximated, since there are no torque sensors at the CTr joints. Therefore, the matrix \( \tau_{6\times1}^{CTr} \) of the torques acting on the CTr joints is given by (derived from Eqs. (4.4) and (3.19)):
\[
\tau_{6\times1}^{CTr} = F_{6\times1}^{ext} \circ \vec{V}_{26\times1} = F_{6\times1}^{ext} \circ (L_{2} \cos(\theta_{26\times1}) + \vec{V}_{16\times1}), \quad (4.7)
\]
where
\[
\theta_{26\times1} = [\theta_{7}, \theta_{8}, \ldots, \theta_{11}, \theta_{12}]^T, \cos(\theta_{26\times1}) = [\cos(\theta_{7}), \cos(\theta_{8}), \ldots, \cos(\theta_{11}), \cos(\theta_{12})]^T.
\]

Derived from Eqs. (4.7) and (3.12), the matrix \( \theta_{26\times1} \) of the CTr joint angles is the sum of the Hadamard products:
\[
I\ddot{\theta}_{26\times1} = \tau_{6\times1}^{CTr} + [rC_{6\times1} - 2r^2(K_{26\times1} \circ \theta_{26\times1} + D_{26\times1} \circ \dot{\theta}_{26\times1})], \quad (4.8)
\]
where
\[
\dot{\theta}_{26\times 1} = [\dot{\theta}_7, \dot{\theta}_8, \ldots, \dot{\theta}_{11}, \dot{\theta}_{12}]^T, \quad \dot{\theta}_{26\times 1} = [\dot{\theta}_7, \dot{\theta}_8, \ldots, \dot{\theta}_{11}, \dot{\theta}_{12}]^T, \\
K\dot{\theta}_{26\times 1} = [K_7, K_8, \ldots, K_{11}, K_{12}]^T, \quad D\dot{\theta}_{26\times 1} = [D_7, D_8, \ldots, D_{11}, D_{12}]^T.
\]

The angles $\theta_{2m,1}$ ($m = 1, 2, \ldots, 5, 6$) of the CTr joints are linearly transformed into their outputs $O_j$ (see Fig. 4.4). $O_j$ are given by ($j = 7, 8, \ldots, 11, 12$):
\[
O_j = -0.8\theta_{2m,1} - 0.38, \quad m = j - 6. \tag{4.9}
\]
The details of Eq.(4.9) can be seen at the appendix A.3.2 (i.e., see Eq.(A.11)).

**TC joints**

Each TC joint is controlled only by a pair of $CE_{(1,2)}$ of the VAAM (see Fig. 4.6 (a)). The neural outputs (i.e., $N_{1-6}$) of the MNN serve as the neural activities of $CE_{(1,2)}$ driving the TC joints (i.e., $T_{6\times 1} = N_{1-6}$). $T_{6\times 1}$ are linearly transformed into the outputs $O_j$ controlling the TC joints ($j = 1, 2, \ldots, 5, 6$):
\[
O_j = 0.4T_{j,1} - 0.05. \tag{4.10}
\]
The details of Eq.(4.10) can be seen at the appendix A.3.2 (i.e., see Eq.(A.10)).

**4.2.2 Swing phases**

When the legs are in swing phases (i.e., $f_{i}^{ext} = 0$, $i = 1, 2, \ldots, 5, 6$), their joints are controlled only by the CEs of the VAAMs receiving the neural outputs (i.e., $N_{1-18}$) of the MNN. $N_{1-18}$ are linearly transformed into the outputs $O_{1-18}$ controlling the joints ($i = 1, 2, \ldots, 5, 6$):
\[
[O_i, O_{i+6}, O_{i+12}]^T = [0.4N_i, 0.15N_{i+6}, -0.02N_{i+12}]^T - [0.05, -0.86, 0.43]^T. \tag{4.11}
\]
The details of Eq.(4.11) can be seen at the appendix A.3.1 (i.e., see Eqs.(A.7), (A.8), and (A.9)). Note that the last values of the outputs $O_{(i,i+6,i+12)}$ of the swing phase are kept and transferred to the initial joint angles of the following stance phase. This leads to smooth switches from swing to stance phases regardless of initial values of joint angles (see Fig. 4.7). On the other hand, the switches from stance to swing phases are determined by self-adjusting the proper stiffness parameters $K_{16\times 1}$ and $K_{26\times 1}$ (e.g., see Fig. 5.7).
4.3 Stable and variable compliant walking on five surfaces

The neuromechanical controller and principle (see Figs. 4.6) enable the hexapod robot AMOS to produce stable and variable compliant joint motions. The variable compliant motions are generated by changing the stiffness parameters (i.e., $K_{1_{6\times1}}$ in Eq.(4.5) and $K_{2_{6\times1}}$ in Eq.(4.8)) of the PEs driving the FTi and CTr joints. We tested 2601 setups of $K_{1_{6\times1}}$ and $K_{2_{6\times1}}$ for AMOS in the lpzrobots simulator (Der and Martius, 2012). By using these setups of $K_{1_{6\times1}}$ and $K_{2_{6\times1}}$, the forward displacements $X$ of the robot are used to measure the performance of its walking (see $X$ in Fig. 4.8). With each setup, the running time of its walking is 30s. One can see that AMOS performs proper walking behavior on a rough surface when $K(1, 2)_{6\times1}$ are set within the range surrounded by black dash lines shown in Fig. 4.8. The result also certifies the Bigdog-inspired control strategy (Lee et al., 2008a; Raibert et al., 2008) (see Fig. 2.5). That is, the distal joints (e.g., FTi joints) should act more compliantly.
Figure 4.8: Forward displacements $X$ (unit: m) according to various setups of the stiffness parameters $K_{1,m,1}$ and $K_{2,m,1}$.

Four setups (i.e., $S(1-4)$) of the stiffness parameters $K(1,2)_{6 \times 1}$ are chosen to test on our physical robot for walking over rough surfaces (e.g., gravel).

than the intermediate joints (e.g., CTr joints). Therefore, the stiffness parameters $K(1,2)_{m,1}$ should be set as: $K_{1,m,1} < K_{2,m,1}$ (e.g., $2 \times K_{1,m,1} = K_{2,m,1}$). Four setups of $K(1,2)_{m,1}$ are chosen for testing on AMOS to walk on physical rough surfaces (see $S(1-4)$ in Fig. 4.8):

$S1$: $K_{1,m,1} = 2$, $K_{2,m,1} = 4$;

$S2$: $K_{1,m,1} = 3$, $K_{2,m,1} = 6$;
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$S3$: $K_{1m,1} = 4$, $K_{2m,1} = 8$;

$S4$: $K_{1m,1} = 4.5$, $K_{2m,1} = 9$.

Note that all damper parameters $D(1,2)_{m,1}$ ($m = 1, \ldots, 5, 6$) of the PEs of the VAAMs driving the CTr and FTi joints are set to 1.0. This is because $D(1,2)_{m,1} = 1.0$ enable the PEs of the VAAMs to stably and compliantly fight against the perturbations (see Figs. 3.9). As a result, $S(1-4)$ make the PEs of the VAAMs driving the FTi joints generate the insect-like muscle functions (i.e., brakes, see Figs. 3.11 (c) and (d)) (Dickinson et al., 2000; Ahn and Full, 2002).

We tested the four setups (i.e., $S(1-4)$) of $K(1,2)_{6\times1}$ on AMOS to walk on coarse gravel ($\varphi = 16-25 \text{ mm}$), very coarse gravel ($\varphi = 40-60 \text{ mm}$), floor, snow (thickness 8cm), and sponge (stiffness 0.523 kN/m) surfaces. AMOS, however, had a difficulty to walk on these surfaces when the lower stiffness setup (i.e., $S1$) was used. This is because with this setup AMOS’s legs shallowly penetrate into the surfaces (e.g., see $S1$ in Fig. 4.9 (a)), thereby gaining less foot contact force (e.g., see $S1$ in Fig. 4.9 (b)). By contrast, when the higher stiffness setup (i.e., $S4$) was used, its legs penetrate into the surfaces deeper (e.g., see $S4$ in Fig. 4.9 (a)). However, this always causes unstable locomotion that can be observed from dropping of the foot contact force (e.g., see A1 of $S4$ in Fig. 4.9 (b)). Therefore, with the high stiffness setup $S4$ AMOS also had a difficulty to overcome all these surfaces. Note that “high stiffness” (i.e., high impedance) here means that a joint greatly resists the influence of external forces, thereby leading to low joint compliance (Pratt, 2000, 2002). By contrast, “low stiffness” (i.e., low impedance) here means that a joint allows external forces to influence its movement easily, thereby resulting in high joint compliance (Pratt, 2002; Pratt et al., 2002). Therefore, the stiffness of AMOS’s legs increases with the increasing values of $K(1,2)_{6\times1}$. In contrast to the setups $S1$ and $S4$, the setup $S2$ or $S3$ allows the hexapod robot AMOS to stably walk on the surfaces. However, they lead to different energy efficiencies of its walking on the different surfaces. Energy efficiency is measured by cost of transport COT (i.e., specific resistance (Gregorio et al., 1997; Saranli et al., 2001)) as:

$$COT = \frac{P}{mgv},$$

where $P$ is power consumption. $mg$ is the weight of the hexapod robot, i.e., $mg = 52.974 \text{ N.}$ $v$ is its forward speed. For each stiffness setup (i.e., $S2$ or $S3$), we ran the hexapod robot at each surface ten times. For each run, the power consumption $P$ and average speed $v_{avg}$ were obtained. $COT_{avg}$ with their standard deviations are shown in Table 4.2. Low $COT_{avg}$ corresponds to more energy-efficient walking.

One can see that the high stiffness setup $S3$ allows more energy-efficient locomotion (see Table 4.2) on loose surfaces (i.e., coarse gravel or snow). This is because the setup $S3$ enables AMOS to stiffen its joints and legs, thereby obtaining more foot contact force (e.g., see Fig. 4.10 (c)) on these surfaces. By contrast, the low stiffness
setup S2 results in more foot contact force (e.g., see Fig. 4.11 (c)) on flat (e.g., floor), very coarse gravel, and elastic (e.g., sponge) surfaces. Therefore, the setup S2 leads to more energy-efficient locomotion on these surfaces. Interestingly, this experimental result shows that the softer legs allow an insect-like robot AMOS to achieve more energy-efficient locomotion on a soft elastic surface (e.g., sponge). The finding com-
Table 4.2: Experimental statistics of $COT_{avg}$ with standard deviations

<table>
<thead>
<tr>
<th>Setups</th>
<th>Surfaces</th>
<th>Coarse gravel</th>
<th>Very coarse gravel</th>
<th>Floor</th>
<th>Snow</th>
<th>Sponge</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3</td>
<td>18.1 ± 0.7</td>
<td>25.0 ± 0.6</td>
<td>16.9 ± 0.7</td>
<td>18.8 ± 0.5</td>
<td>21.8 ± 0.9</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>20.7 ± 1.1</td>
<td>23.6 ± 0.5</td>
<td>14.0 ± 0.4</td>
<td>22.3 ± 0.8</td>
<td>19.7 ± 0.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.10: Joint outputs and foot force signals that resulted from two stiffness setups $S(2,3)$ during walking on coarse gravel. (a) CTr joint outputs $O_7$. (b) FTi joint outputs $O_{13}$. (c) Analog signals of forces $F_{i,j}^{ext}$. The setup $S3$ enables the hexapod robot to obtain more foot contact force during stance phases than the setup $S2$. 
Figure 4.11: Joint outputs and foot force signals that resulted from two stiffness setups \( S(2,3) \) during walking on sponge. (a) CTr joint outputs \( O_7 \). (b) FTi joint outputs \( O_{13} \). (c) Analog signals of forces \( F^\text{ext}_{1,1} \). The setup \( S2 \) enables the hexapod robot to obtain more foot contact force during stance phases than the setup \( S3 \).

This aligns with a finding of physiological experiments on insect locomotion (Spence et al., 2010; Spence, 2011). Owing to energy efficiency, insects (i.e., *Blaberus discoidalis*) always use the softer legs on soft elastic surfaces.

### 4.4 Surface classification

With the stiffness setup \( S2 \), we ran the hexapod robot AMOS from coarse gravel (diameter \( \varphi = 16-25 \, mm \)) to very coarse gravel (\( \varphi = 40-60 \, mm \)). Its CTr and
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Figure 4.12: CTr and FTi joint signals (i.e., $O_7$ and $O_{13}$) of the right front leg. $O_7$ and $O_{13}$ show adaptive walking behaviors of the hexapod robot AMOS when it walked from coarse gravel ($\varphi = 16$-25 mm) to very coarse gravel ($\varphi = 40$-60 mm).

FTi joint signals (i.e., $O_7$ and $O_{13}$) driving the right front leg show that AMOS can autonomously adapt its CTr and FTi joint motions during walking on different surfaces (see Fig. 4.12). In contrast to the CTr joint signal (e.g., see $O_7$ in Fig. 4.12), the FTi joint signal greatly varies from the coarse gravel to the very coarse gravel (e.g., see $O_{13}$ in Fig. 4.12). Other different FTi joint signals can be seen in Figs. 4.13 when AMOS walked on sponge and snow. Therefore, the FTi joint signals can be used to well classify the surfaces (see the classified surfaces in Fig. 4.14).

Five FTi joint signals (i.e., $O_{13}$) of the right front leg were obtained as order datum streams $FT_j(t)$ and used as the inputs of the cumulative moving averages (CMAs), when the hexapod robot AMOS was ran on five surfaces (see them in Fig. 4.14). The
outputs $CA_j(t)$ of the CMAs are given by:

$$CA_j(t) = CA_j(t - \Delta t) + \frac{FT_j(t) - CA_j(t - \Delta t)}{\Delta t + 1}, \Delta t \leq t \leq 14s,$$

where $j$ denotes the type of the surface, i.e., $j = 1, 2, \ldots, 4, 5$ denote coarse gravel, very coarse gravel, floor, snow, and sponge surfaces. $t$ is a discrete time domain (i.e., 0s – 14s) at the interval $\Delta t \approx 0.019s$. The initial value $CA_j(0)$ is set to $FT_j(0)$. The outputs $CA_j(t)$ shown in Fig.(4.15) are used as the sample signals for classifying the five surfaces.

Then we ran the hexapod robot AMOS on nine sets of the five surfaces. The total number of the runs is 45. For each run, the output $CA(t)$ of each CMA is calculated by Eq.(4.13). The deviations $DEV_j$ between $CA(t)$ and $CA_j(t)$ are given by:

$$DEV_j = \sum_{t=0}^{14} (|CA(t) - CA_j(t)|), j = 1, 2, \ldots, 5, 6,$$

$$SC = \min(DEV_j), \text{ when } h = j,$$

Figure 4.13: The hexapod robot AMOS walked on sponge and snow surfaces. (a) Snapshot of walking on sponge. (b) The FTi joint signal $O_{13}$ of walking on sponge. (c) Snapshot of walking on snow (d) The FTi joint signal $O_{13}$ of walking on snow.
where $SC$ denotes the minimal value of the deviations $DEV_j$, and $h$ is the result of the classification for the run. $h = 1, 2, \ldots, 4, 5$ denote coarse gravel, very coarse gravel, floor, snow, and sponge surfaces, respectively. For example, if $SC$ is $DEV_1$ (i.e., $h = 1$), the result of the surface classification is coarse gravel.

The experimental statistics (i.e., the numbers of correct and wrong classification) of the surface classification is shown in Table 4.3. The success rate (SR) is used to evaluate the performance of surface classification, which is the ratio of the number of correctly classifying a given surface and the total number of classification on the surface. One can see that SR = 100% is found for the classification of all five experimental surfaces (see Table 4.3). We emphasize that the presented ability of well classifying the surfaces is due to the exploitation of adaptive joint signals (e.g.,

---

Figure 4.14: Five different surfaces used in the experimental classification. Since the floor, snow, and sponge surfaces do not have distinguishable features like gravel surfaces, it is very difficult for the legged robots to use the visual systems (e.g., cameras) (Filitchkin and Byl, 2012; Zenker et al., 2013) to classify them.
Figure 4.15: Cumulative moving average (CMA) outputs $C_{A_j}(t)$.

see them in Fig. 4.12) generated by the virtual agonist-antagonist mechanisms (i.e., VAAMs, see Figs. 3.4). From this point of view, the VAAMs are one of the key components enabling the hexapod robot AMOS to well classify some types of surfaces where it walks on. Note that the key components include the modular neural network (MNN), the VAAMs, force sensing only at the end effectors of the legs, and the cumulative moving average algorithm.

4.5 The benefits of the neuromechanical controller

In this chapter, we present the neuromechanical controller (see Fig. 4.1) that enables the hexapod robot AMOS to achieve coordinated and variable compliant joint motions on rough surfaces (e.g., gravel). In the controller, coordinated joint motions
are produced by the modular neural network (MNN, see Figs. 4.2) while the virtual agonist-antagonist mechanisms (VAAMs) generate the variable compliant joint motions by changing the stiffness parameters $K_{7-18}$ of the VAAMs (see Fig. 4.1). The generated variable compliant joint motions rely only on the force sensing at the end effectors of the legs. This makes the neuromechanical controller differ from classical compliance control mechanisms (e.g., variable stiffness actuators (VSAs) (Ham et al., 2009)) or methods (e.g., variable compliance control (Yang et al., 2011)) where bulky mechanisms (e.g., artificial muscles (Schmitt et al., 2012)) or complex force/torque sensing systems are required. In addition, the neuromechanical controller facilitates the integration of the proximo-distal gradient (see Fig. 2.5) to enhance stability (see Fig. 4.5) of legged robots under variable compliance control.

As a result, the compliant and adaptive joint motions (see Fig. 4.12) produced by the neuromechanical controller can help the six-legged robot AMOS to well classify the surfaces (see Table 4.3). Generally, surface classification has been implemented on legged robots relying on multiple sensing (e.g., current and angular positions) (Birnbschein et al., 2009; Bartsch et al., 2012), force/torque sensing (Schmidt and Walas, 2013; Hoepflinger et al., 2010), vibration sensing (Bermudez et al., 2012; Giguerere et al., 2006), and visual perception (Filitchkin and Byl, 2012; Zenker et al., 2013). Visual perception using the conventional techniques (Bay et al., 2008) cannot work well in classifying indistinguishable surfaces (e.g, snow, see Fig. 4.14). Owing to natural vibrations of legged robots, vibration sensing may not perform well for classifying surfaces either (Jacob Shill, 2012). Compared to multiple sensing, force sensing can still provide precise surface classification by using a simple algorithm. Force sensing embedded in the VAAMs of the neuromechanical controller allows AMOS to well classify five different surfaces. In addition to well classifying the surfaces, the compliant motions generated by the neuromechanical controller facilitate energy-efficient legged walking on different surfaces (see the COTs in Table 4.2). Moreover, the neuromechanical controller enables the hexapod robot (i.e., AMOS) to achieve more energy-efficient walking (i.e., lower COTs) in contrast to neural controllers. For instance, the COT of a hexapod robot (i.e., Gregor I) is 70 when a cellular neural network is used to control its walking over an uneven surface (Arena et al., 2006). Combining the
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**Table 4.3: Experimental statistics of surface classification**

<table>
<thead>
<tr>
<th>Classified as</th>
<th>Samples</th>
<th>Coarse gravel</th>
<th>Very coarse gravel</th>
<th>Floor</th>
<th>Snow</th>
<th>Sponge</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse gravel</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Very coarse gravel</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Floor</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Snow</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Sponge</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
neural networks with forward models can improve the energy efficiency of the hexapod robot (e.g., AMOS). For example, the combination of the modular neural network (i.e., MNN, see Figs. 4.2) and adaptive forward models enables AMOS to reduce the COT to 24.5 (see Table 4.4) when it walks over an uneven surface (i.e., coarse gravel) (Manoonpong et al., 2013b). Adaptive leg motions generated by the neural controllers of Gregor I and AMOS depend only on the changes of neural activities of the controllers for walking over uneven surfaces. By contrast, the neuromechanical controller relies on adjusting biomechanical properties (e.g., the stiffness parameters $K_{(7-18)}$) of the muscle-like mechanisms (i.e., VAAMs), which enables AMOS to achieve more energy-efficient walking (i.e., lower COTs, see Table 4.4) (Xiong et al., 2014a). This is because the VAAMs of the neuromechanical controller facilitate proper leg penetrations into different surfaces that lead to gaining more foot contact force for propelling AMOS forward (see Figs. 4.10 and 4.11). The proper leg penetrations result from properly choosing the stiffness and damper parameters of the VAAMs that leads to insect-like muscle functions (i.e., brakes (Dickinson et al., 2000; Ahn and Full, 2002), see Figs. 3.11 (c) and (d)). Whereas other neural controllers like the adaptive neural controller (Manoonpong et al., 2013b) cannot achieve such leg penetrations due to the lack of the muscle-like mechanisms (e.g., VAAMs).

<table>
<thead>
<tr>
<th>Controllers</th>
<th>Surfaces</th>
<th>Coarse gravel</th>
<th>Floor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuromechanical controller</td>
<td>18.1 ± 0.7</td>
<td>14.0 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>Adaptive neural controller</td>
<td>24.5 ± 1.1</td>
<td>21.9 ± 1.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: The COTs under the controllers on two surfaces
Adaptive Neuromechanical Control for Online Compliance Adaptation

In Chapter 4, we show that the neuromechanical controller enables the insect-like robot AMOS to achieve variable compliant joint motions that lead to energy-efficient walking on different surfaces. Such energy-efficient walking relies only on manually choosing the proper setups of the stiffness parameters of the virtual agonist-antagonist mechanisms (VAAMs) with respect to only one gait. However, generally legged animals select different optimal gaits for their speeds to minimize the energetic costs (Kar et al., 2003; Wampler and Popović, 2009). For example, legged insects select the wave and tripod gaits for their lower and high speeds to achieve energy-efficient walking (Nishi, 1998; Nishii, 2000), respectively. Interestingly, changing the modulatory input $S$ (see Eq. (4.2)) of the modular neural network (MNN) enables the insect-like robot AMOS to achieve different insect-like gaits for different speeds (see Figs. 5.1). At lower speeds, AMOS’s legs follow the wave gaits where it moves only one leg at a time (see Figs. 5.1 (a) and (b)). In such slower gaits, AMOS starts from the hind legs (e.g., R3) to the middle legs (e.g., R2) and then to the front legs (e.g., R1) on either side. Such slower gaits are more stable, since there are more legs in contact with the ground that supports and stabilizes AMOS’s walking. Whereas at higher speeds, the walking patterns (i.e., gaits) of AMOS are shifted as the duration of the stance phase is shortened. During the tripod gaits, for example, the front and hind legs on the right side move as a unit with the middle leg on the left side (see R1, R3, and L2 in Figs. 5.1 (h) and (i)). These three legs push the body forward while the rest of other three legs (see L1, L3, and R2 in Figs. 5.1 (h) and (i)) swing forward. The tripod gaits alternate between swing and stance with using two units (see the red and blue tripods in Figs. A.1) of the legs. They are faster and still stable, because the COM (center of mass) of the body can be maintained within the tripods of the leg supports (Ritzmann and Zill, 2013; Bender et al., 2011; Knight, 2011) (see Fig. A.1 (a)).

In addition to gait selections, actively adjusting muscle functions (e.g., brakes (Ahn and Full, 2002; Dickinson et al., 2000)) is another important characteristic of energy-efficient and adaptive legged locomotion (Tytell et al., 2011; Spence et al., 2010; Farley et al., 1998; Ferris et al., 1998). For example, insects rely mainly on the
Figure 5.1: Nine gaits generated by the modular neural network (MNN). They are observed from the outputs (e.g., see Fig. 4.3) of the TC motor neurons of the MNN (see Fig. 4.2 (d)). Red or blue areas indicate no ground contacts during swing phases while white areas refer to ground contacts during stance phases (e.g., see Fig. 4.3). As frequency increases, some legs step in pair (see dashed enclosures). Nine insect-like gaits are achieved by changing the modulatory input $S$ (see Eq.(4.2)) of the MNN. The speeds of AMOS’s leg motions increase with the increasing modulatory input $S$. Abbreviations are: R(1, 2, 3) = Right (Front, Middle, Hind) leg, L(1, 2, 3) = Left (Front, Middle, Hind) leg.

Tunable muscle functions to overcome and move over rough terrain (Sponberg and Full, 2008; Kukillaya and Holmes, 2009; Sponberg et al., 2011). Therefore the adaptive neuromechanical control on the insect-like robot AMOS involves the modular neural network (MNN, see Figs. 4.2) for generating insect-like gaits (see Figs. 5.1), several
Figure 5.2: Neuromechanical control coupled with sensorimotor learning applied to the hexapod robot AMOS. Via neural outputs \( N_i \) \((i = 1, 2, \ldots, 17, 18)\), the modular neural network (MNN) activates the virtual agonist-antagonist mechanisms (VAAMs) that generate position commands (i.e., \( O_i \)) to move the three-jointed legs of AMOS. The legs then interact with rough surfaces (e.g., gravel), which produce force feedback \( F_{ext}^m \) \((m = 1, 2, \ldots, 5, 6)\). Besides, the six forward models predict expected force feedback \( F_{p}^m \) of the legs based on the outputs of the MNN. Using \( F_{ext}^m \) and \( F_{p}^m \) as the inputs, 12 dual-rate learning processes actively tune 12 stiffness parameters \( K_j \) \((i.e., j = 7, 8, \ldots, 17, 18)\) of the VAAMs driving the CTr and FTi joints. In addition to descending commands (i.e., \( S, N_i, \) and \( O_i \)), there are the other two ways (see 1 and 2) to generate the joint outputs \( O_i \). These three ways refer to the proximo-distal gradient (see more details in Fig. 4.1).

Such adaptive control can be modeled as a set of distributed and closed loops with feed-forward and feedback pathways (Roth et al., 2014; Revzen et al., 2009; Ting et al., 2009). For the feed-forward pathways, the controller not only consists of feed-forward control via descending commands (i.e., \( S, N_i, \) and \( O_i \)) from the MNN to the VAAMs and the six legs, but also includes six forward models (Webb, 2004) for predicting force sensing (i.e., \( F_{p}^m \)) of the six legs. The feed-forward ways start at the modulatory input \( S \) (see Eq.(4.2)) of the MNN that is set to nine values for AMOS to achieve nine insect-like gaits (see Figs. 5.1), respectively. In the feedback pathway, there is force sensing (i.e., \( F_{ext}^m \)) at the end effectors of the legs. Using \( F_{p}^m \) and \( F_{ext}^m \) as the inputs, 12 dual-rate learning processes can actively tune the stiffness parameters \( K_j \) (i.e., \( K_1 \) and \( K_2 \) in Eqs.(4.5) and (4.8)) of the muscle-like components (i.e., VAAMs) driving the 12 joints of the legs. This leads to adaptive compliant joint
motions that accommodate different surfaces and gaits.

5.1 Sensorimotor learning for adaptive compliant joint motions

The adaptive compliant joint motions of AMOS are achieved by actively adjusting the stiffness parameters $K_{16\times1}$ and $K_{26\times1}$ (see Eqs.(4.5) and (4.8)) of the passive elements (i.e., PEs) of the VAAMs driving the FTi and CTr joints. Here, we apply sensorimotor learning for online adjusting $K_{16\times1}$ and $K_{26\times1}$ at every time step $\Delta t$ (i.e., $\Delta t = 0.019(s)$). For each leg, there are two dual-rate learning processes and a forward model (see Figs. 5.3 (a) and (b)) for the CTr and FTi joints. The forward model uses the outputs (i.e., $O_{m}(t)$) of the passive elements (i.e., $P_{m}(t)$) to predict foot force signals (i.e., $F_{m}(t)$). Specifically, $F_{m,1}(t)$ will gradually increase to 1 when $O_{m}(t)$ is decreasing (e.g., see $F^{p}_{4,1}(t)$ and $O_{4}(t)$ in Fig. 5.4 (a)). $F_{m,1}(t)$ are given by:

$$F_{m,1}(t + \Delta t) = 0.2G_{m,1}(t) + 0.8F_{m,1}(t),$$

$$G_{m,1}(t) = \begin{cases} 1, & O_{m}(t + \Delta t) < O_{m}(t) \\ 0, & O_{m}(t + \Delta t) > O_{m}(t). \end{cases}$$

(5.1)

The matrix $e_{6\times1}(t)$ of errors between expected and real foot force signals is:

$$e_{6\times1}(t) = F^{ext}_{6\times1}(t) - F^{p}_{6\times1}(t),$$

$$e_{6\times1}(t) = [e_{1}(t), e_{2}(t), \ldots, e_{5}(t), e_{6}(t)]^{T},$$

(5.2)

where $F^{ext}_{6\times1}(t)$ is the matrix of the real foot force signals, i.e., $F^{ext}_{6\times1}(t) = f^{ext}_{1-6}(t)$ (see Fig.4.4 (a)). $F^{p}_{6\times1}(t)$ is the matrix of the predicted foot force signals, i.e., $F^{p}_{6\times1}(t) = f^{p}_{1-6}(t)$.

An error (e.g., $e_{41}(t)$) is used as the input to a dual-rate learning process. For reducing the error (e.g., see $e_{4,1}(t)$ at Fig.5.4 (b)), the process adjusts the stiffness parameter (e.g., $K_{14,1}(t)$) of the PEs driving the FTi joint in each leg (see Fig. 5.3(a)). Each learning process consists of a fast learner and of a slow learner. Both learners are modeled as linear systems acting in parallel. The fast one learns compensating the error more quickly, is indicated by a higher learning rate, i.e., $B_{1f} > B_{1s}$. Whereas, the slow one retains previous states much better, is indicated by a high retention factor, i.e., $A_{1f} < A_{1s}$. Therefore, the matrix $K_{16\times1}(t)$ of stiffness parameters for the FTi joints is given by:

$$K^{f}_{16\times1}(t + \Delta t) = A_{1f}K^{f}_{16\times1}(t) + B_{1f}e_{6\times1}(t),$$

$$K^{s}_{16\times1}(t + \Delta t) = A_{1s}K^{s}_{16\times1}(t) + B_{1s}e_{6\times1}(t),$$

$$K_{16\times1}(t + \Delta t) = K^{f}_{16\times1}(t + \Delta t) + K^{s}_{16\times1}(t + \Delta t).$$

(5.3)
5.1 SENSORIMOTOR LEARNING FOR ADAPTIVE COMPLIANT MOTIONS

Figure 5.3: Sensorimotor learning for stiffness parameters $K_{1m,1}$ and $K_{2m,1}$. $K_{1m,1}$ and $K_{2m,1}$ ($m = 1, 2, \ldots, 5, 6$) are stiffness parameters of the passive elements (i.e., PEs) driving the FTi and CTr joints of the AMOS’s legs. For each leg, there are two dual-rate learning processes for adjusting stiffness parameters (e.g., $K_{1m,1}^f$ and $K_{1m,1}^s$) by using expected and real foot force signals (e.g., $F_{p,m,1}^p$ and $F_{ext,m,1}^p$). The expected foot force signal (e.g., $F_{p,m,1}^p$) is predicted by a forward model based on an output (e.g., $O_i$) driving the TC joint. Each dual-rate learning process consists of a fast learner and of a slower learner acting in parallel. (a) A dual-rate learning process for stiffness parameters $K_{1m,1}$. The parameters of the two learners are set as: $A_1^f = 0.59$, $A_1^s = 0.992$, $B_1^f = 0.378$, and $B_1^s = 0.036$. (b) A dual-rate learning for stiffness parameters $K_{2m,1}$. The parameters of the two learners are set as: $A_2^f = 0.59$, $A_2^s = 0.992$, $B_2^f = 0.882$, and $B_2^s = 0.084$.

where $K_{1m,1}^f(t + \Delta t)$ are the outputs of fast learners, and $K_{1m,1}^s(t + \Delta t)$ are the outputs of slow learners. Note that the value of $A_1^f$ and $A_1^s$ are from (Smith et al., 2006), and $B_1^f$ and $B_1^s$ are empirically chosen (see all values in Fig. 5.3(a)).

Similarly, the matrix $K_{25\times1}(t)$ of stiffness parameters (see Fig. 5.3(b)) for the CTr
joints is given by:

\[
\begin{align*}
K_{6 \times 1}^2(t + \Delta t) &= A_{2f}K_{6 \times 1}^2(t) + B_{2f}e_{6 \times 1}(t), \\
K_{6 \times 1}^2(t + \Delta t) &= A_{2s}K_{6 \times 1}^2(t) + B_{2s}e_{6 \times 1}(t), \\
K_{6 \times 1}^2(t + \Delta t) &= K_{6 \times 1}^2(t + \Delta t) + K_{6 \times 1}^2(t + \Delta t),
\end{align*}
\]

where \(K_{6 \times 1}^2(t + \Delta t)\) are the outputs of fast learners, and \(K_{6 \times 1}^2(t + \Delta t)\) are the outputs of slow learners. Note that the value of \(A_{2f}\) and \(A_{2s}\) are from (Smith et al., 2006), and \(B_{2f}\) and \(B_{2s}\) are empirically chosen (see all values in Fig. 5.3(b)). The Eqs.(5.3) and (5.4) are written in terms of time \(t\) different from the equations in (Smith et al., 2006) and (Wolpert et al., 2011) formulated according to trial number \(n\).

5.2 Adaptive compliant joint motions for a gait and a surface

For each leg, there are two learning processes coupled with a forward model (see Fig. 5.3) for adjusting the stiffness parameters (e.g., \(K_{4 \times 1}^2\) and \(K_{4 \times 1}^2\)). At the left front leg, for example, there are two outputs (i.e., \(K_{4 \times 1}^2\) and \(K_{4 \times 1}^2\)) of fast and slow learners acting in parallel, which contribute to stiffness parameter \(K_{4 \times 1}^2\) (see Fig. 5.4(c)). One can see that the fast one learns \(K_{4 \times 1}^2\) more rapidly, which leads to smaller oscillations (see green dashed line in Fig. 5.4(c)). By contrast, the slow one retains \(K_{4 \times 1}^2\) better, thereby leading to the convergence (see red dashed line in Fig. 5.4(c)). This is because the retention factor \(A_{2f} = 0.59\) of the fast learner is lower than \(A_{2s} = 0.992\) of the slow learner (see Eq.(5.4)). Moreover, the fast learner is more sensitive to the perturbations (i.e., stance phases) after learning (see Fig. 5.5), compared to the slow learner. This is because the learning rate \(B_{2f} = 0.882\) of the fast learner is higher than \(B_{2s} = 0.084\) of the slow learner (see Eq.(5.4)). The combination of the slow and fast learners enables the stiffness parameters (e.g., \(K_{4 \times 1}^2\)) to achieve global convergences and local oscillatory stiffness responds (see Figs. 5.4(c) and 5.5), which lead to stable and adaptive compliant hexapedal walking on rough surfaces. Furthermore, the stiffness parameters (e.g., \(K_{4 \times 1}^2\)) during swing phases are higher than them during stance phases (see Fig. 5.5), since they (during the swing phases) are kept as the stiffness parameters from the previous stance phases. Note that sensorimotor learning (see Eqs. 5.1, 5.3, and 5.4) is not applied to adaptively control the joints during swing phases, since there is only feed-forward neural control (see Eq.(4.11)) on the joints during swing phases. Whereas during stance phases, the stiffness parameters (e.g., \(K_{4 \times 1}^2\)) initially decrease and increase afterwards (e.g., see Fig. 5.5). This is because the muscle-like mechanisms (i.e., VAAMs) need to initially soften the joints to absorb impacts of external loads, and afterwards stiffen them to
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Figure 5.4: Sensorimotor learning for adjusting stiffness parameter $K_{24,1}$. Here the gait is fast caterpillar (i.e., the modulatory input $S = 0.10$). (a) Forward model. The output $O_4(t)$ driving the TC joint is applied to predict the foot force signal $F_{p4,1}(t)$ (see Eq.(5.1)). (b) Contact forces. $F_{ext4,1}(t)$ and $F_{p4,1}$ are the real and predicted contact forces. (c) Learning the stiffness parameter $K_{24,1}$. $K_{24,1}$ is the sum of the outputs (i.e., $K_{24,1}^f$ and $K_{24,1}^s$) of a fast learner and a slow learner using the error $e_{4,1}$ between $F_{ext4,1}$ and $F_{p4,1}$ (see Eq.(5.4)). The adjustment of stiffness parameter $K_{14,1}$ driving the FTi joint in the left front leg is shown in Fig.5.6 (a) (i.e., see LF). (d) $O_{10}$, and $O_{16}$ are the outputs controlling the positions of the CTr and FTi joints in the left front leg.
obtain more forces to move forward. Similarly, the PEs of the VAAMs also soften and stiffen the FTi joints during stances phases (see Fig. 5.6 (a)). In other words, the VAAMs stiffen when the external load increases (i.e., stance phases). This property of the VAAMs is comparable to that of biological muscles, which become stiff when the external load increases (Lappin et al., 2006; Nishikawa et al., 2007). The video of the experiment can be seen at http://www.youtube.com/watch?v=B0v5D9yiRH4. Note that AMOS had difficulties to walk on all experimental surfaces when only fast or slow learners were used to tune stiffness parameters $K_{16 \times 1}$ and $K_{26 \times 1}$. The video of the experiment can be seen at http://www.youtube.com/watch?v=Lq22FibYLE4. This is because the slow or fast learners allow only for global convergences or local oscillatory
stiffness responds (see Fig. 5.5). Whereas combining the slow and fast learners, the dual-rate learners enable $K_{1,m,1}$ and $K_{2,m,1}$ to achieve global convergences (see Fig. 5.4 (c)) and local oscillatory stiffness responds (see Figs. 5.6), thereby leading to stable and adaptive walking on different surfaces. Moreover, the ranges of the stiffness parameters $K_{1,m,1}$ and $K_{2,m,1}$ vary between hind and non-hind legs. Lower $K_{1,(3,6),1}$ and higher $K_{2,(3,6),1}$ (see LH and RH in Figs. 5.6) press the hind legs more down, which enhance locomotion stability, compared to the front and middle legs. This is because the mass of AMOS mainly concentrates on its hind part. Furthermore, the values of $B(1,2)_f$ and $B(1,2)_s$ are empirically chosen to produce proper stiffness parameters $K_{1,m,1}$ and $K_{2,m,1}$ (see Figs. 5.3), which leads to appropriate (e.g., smooth) compliant joint motions of AMOS. For example, the compliant CTr joint motions are smoother (see $K_{2,m,1} = 9.0$ in Fig. 5.7) when the parameters $K_{2,m,1}$ of their driving VAAMs are self-adjusted between 6.5 and 13.5 (see Fig. 5.6 (b)).

Figure 5.6: Stiffness parameters $K_{1,m,1}$ and $K_{2,m,1}$ after sensorimotor learning ($m = 1, 2, \ldots, 5, 6$). Here the gait is fast caterpillar (i.e., the modulatory input $S = 0.10$). (a) Stiffness parameters $K_{1,m,1}$ of the VAAMs that drive the FTi joints. Abbreviations are: $R(F, M, H) = K_{1,1,(2,3),1}$, $L(F, M, H) = K_{1,4,(5,6),1}$. (b) Stiffness parameters $K_{2,m,1}$ of the VAAMs that drive the CTr joints. Abbreviations are: $R(F, M, H) = K_{2,1,(2,3),1}$, $L(F, M, H) = K_{2,4,(5,6),1}$. 
5.3 Adaptive compliant joint motions for different gaits

Actively adjusting stiffness parameters $K_{1_{6\times1}}$ and $K_{2_{6\times1}}$ allows AMOS to achieve adaptive compliant joint motions that accommodate different gaits. AMOS, for instance, walked on fine gravel when the slow wave (i.e., $S = 0.02$) and fast caterpillar (i.e., $S = 0.10$) gaits were chosen (see Figs. 5.1 (a) and (e)), respectively. One can see that AMOS stiffens its CTr and FTi joints during stance phases, no matter which gait is chosen (e.g., see the red and gray areas in Figs. 5.8 (c) and (e)). The video of the experiments can be seen at http://www.youtube.com/watch?v=tmqr65qIOTY. Moreover, the slow wave gait enables CTr and FTi joints to achieve stiffer motions that result from larger $K_{1_{m,1}}$ and $K_{2_{m,1}}$ (e.g., see green dashed circles in Figs. 5.8 (c) and (e)), compared to the fast caterpillar gait. That is, AMOS stiffens the legs during stance phases when the speed of its leg motion is reduced from the fast gait to the slow gait. This result is comparable to the finding of physiological experiments, which had shown that at low speed animals walk by vaulting stiffer legs (Alexander, 2003; Holmes et al., 2006). By contrast, AMOS softens its legs when the speed of its
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Figure 5.8: Adjustments of $K_{14.1}$ and $K_{24.1}$ for different gaits. AMOS walked on fine gravel where its gait was chosen as slow wave (i.e., $S = 0.02$) and fast caterpillar (i.e., $S = 0.10$) gait, respectively. (a) TC joint outputs $O_4$. (b) CTr joint outputs $O_{10}$. (c) Stiffness parameters $K_{24.1}$. (d) FTi joint outputs $O_{16}$. (e) Stiffness parameters $K_{14.1}$. (f) Foot contact force errors $e_{4.1}$. 
Adaptation leg motion is increased from the slow gait to the fast one. This finding may reflect a control strategy of polyped (i.e., > two legs) locomotion where legged animals soften the legs owing to the minimization of energetic costs (Spence, 2011). Our experimental results also show that the fast caterpillar gait (i.e., $S = 0.10$) allows AMOS to achieve softer leg motions, which lead to more energy-efficient locomotion on all experimental surfaces (see costs of transport in Figs. 5.11), compared to the slow wave gait (i.e., $S = 0.02$). Note that errors during swing phases result from delayed feedback, which makes the phase differences between the real and predicted forces (see Figs. 5.9).

Figure 5.9: Real and predicted contact forces. Here the slow wave (i.e., modulatory input $S = 0.02$) and fast caterpillar ($S = 0.10$) gaits are chosen on fine gravel, respectively. See Figs. 5.8 for more details.
Figure 5.10: Adjustments of $K_{14.1}$ and $K_{24.1}$ for different surfaces. An intermixed gait (i.e., modulatory input $S = 0.12$) was chosen for AMOS to walk on fine and coarse gravel, respectively. (a) TC joint outputs $O_4$. (b) CTr joint outputs $O_{10}$. (c) Stiffness parameters $K_{24.1}$. (d) FTi joint outputs $O_{16}$. (e) Stiffness parameters $K_{14.1}$. (f) Foot contact force errors $e_{4.1}$. 

5.3 ADAPTIVE COMPLIANT JOINT MOTIONS FOR DIFFERENT GAITS
5.4 Adaptive compliant joint motions for different surfaces

Actively changing stiffness parameters $K_{1_{6\times1}}$ and $K_{2_{6\times1}}$ also leads to adaptive compliant joint motions on different surfaces. For example, the slow intermixed gait (i.e., modulatory input $S = 0.12$) was fixed for AMOS to walk on fine and coarse gravel, respectively. On these two surfaces, AMOS joints receive the same motor neuron outputs\(^1\) of the modular neural network (MNN). One can see that the TC joint motions of the left front leg are the same (see Fig. 5.10 (a)) because they are controlled by only feed-forward neural control (i.e., without passive elements). By contrast, the CTr and FTi joint motions are different (see Figs. 5.10 (b) and (d)) during stance phases when AMOS walks on fine and coarse gravel, respectively. This is because the TC, CTr, and FTi joints act as different roles (i.e., compliance or actuation, see Fig. 4.6 (a)) for controlling leg motions in stance phases. Moreover, we can see that the CTr and FTi joints are stiffer\(^2\) (i.e., higher $K_{1_{4\times1}}$ and $K_{2_{4\times1}}$ values, see Figs. 5.10 (c) and (e)) when AMOS walked on coarse gravel, compared to fine gravel. This makes the legs penetrate more deeply, but also extend more widely into the coarse gravel (see CTr and FTi joint motions in Figs. 5.10 (b) and (d)). The video of the experiments can be seen at http://www.youtube.com/watch?v=-Du62APFUt0.

5.5 The compliant and efficient gaits for walking on the surfaces

In the previous sections, we show that the adaptive neuromechanical controller enables AMOS to produce adaptive compliant joint motions that accommodate different gaits and surfaces. For each surface, nine gaits (see Figs. 5.1) are chosen by changing the modulatory input $S$ (see Eq.(4.2)) of the modular neural network (MNN, see Figs. 4.2). The adaptive compliant joint motions lead to different energy efficiencies of AMOS walking on fine gravel, coarse gravel, elastic sponge (stiffness 0.523 kN/m), and grass land. Typically, energy efficiency is measured by cost of transport $COT$ (see Eq.(4.12)).

For each gait, we repeatedly ran the hexapod robot on each surface until ten successful runs were obtained. For each successful run, the average power consumption $P_{avg}$ was calculated based on the electrical current supplied to all motors of AMOS, which is measured by a current sensor. Low $COT$ corresponds to more energy-efficient

---

\(^1\)In our work, the same modulatory input $S$ of the modular neural network (i.e., MNN) corresponds to same motor neuron outputs (i.e., $N_{1-18}$ in Fig. 4.2 (d)).

\(^2\)A joint greatly resists the influence of external forces, and is thus "stiff". Whereas, a joint allows external forces to influence its movement easily, and is thus "soft" (Pratt, 2002).
5.5 THE COMPLIANT AND EFFICIENT GAITS FOR WALKING ON THE SURFACES

Figure 5.11: Energy efficiencies of AMOS walking on different surfaces using different gaits. (a) COTs on fine gravel. The slow intermixed gait (i.e., $S = 0.12$) is more efficient. (b) COTs on coarse gravel. The fast intermixed gait (i.e., $S = 0.14$) is more efficient. (c) COTs on elastic sponge. The slow caterpillar gait (i.e., $S = 0.08$) is more efficient. (d) COTs on grass land. The fast caterpillar gait (i.e., $S = 0.10$) is more efficient.

Walking. Figures 5.11 show costs of transport (i.e., COTs) when AMOS walked on the four surfaces using the nine gaits, respectively. One can see that AMOS achieves more energy-efficient walking by using gaits with intermediate leg speeds, compared to a slower leg speed (i.e., modulatory input $S = 0.02$, the slow wave gait) or a faster leg speed (i.e., $S = 0.18$, the fast tripod gait). Moreover, different gaits make AMOS consume different energetic costs. For instance, the slow intermixed gait (i.e., $S = 0.12$) enables AMOS to achieve more energy-efficient walking on fine gravel (see Fig. 5.11 (a)) while the fast intermixed gait (i.e., $S = 0.14$) is an efficient gait for AMOS walking on coarse gravel (see Fig. 5.11 (b)). The slow (i.e., $S = 0.08$) and fast (i.e., $S = 0.10$) caterpillar gaits make AMOS achieve more energy-efficient walking on elastic sponge and grass land, respectively (see Figs. 5.11 (c) and (d)). The video of the experiments can be seen at http://www.youtube.com/watch?v=SrasTYQG8Xk.

Integrating neuromechanical control and sensorimotor learning, the adaptive neuromechanical controller (see Fig. 5.2) enables AMOS to achieve adaptive compliant
Chapter 5: Adaptive Neuromechanical Control for Online Compliance

Adaptation

Figure 5.12: Costs of transport $COT$ and CTr joint outputs under the adaptive neuromechanical (see Fig. 5.2) and neural (Manoonpong et al., 2013b) controllers. The experimental surface is coarse gravel. (a) Costs of transports $COT$. (b) CTr joint outputs $O_{10}$ (with fast intermixed gaits, modulatory input $S = 0.14$).

walking, which effectively accommodates different gaits and surfaces. Such walking is achieved by online adjusting stiffness parameters $K_{16 \times 1}$ and $K_{26 \times 1}$ (see Eqs. (5.3) and (5.4)) of the passive elements (i.e., PEs) driving the FTi and CTr joints. Note that all damper parameters $D(1,2)_{m,1}$ (see Eqs. (4.5) and (4.8)) are set to 1.0 in
all experiments chosen by trial and error. As a result, the adaptive neuromechanical controller (see Fig. 5.2) reduces COT of AMOS’s walking to between 3.4 and 11.7, compared to mere neuromechanical control (Xiong et al., 2014a). Similarly, the adaptive neuromechanical controller allows for lower COT that corresponds to more energy-efficient walking (see Fig. 5.12 (a)), compared to the adaptive neural controller (Manoonpong et al., 2013b). This is because the adjustable VAAMs of the adaptive neuromechanical controller produce high amplitude and smooth joint outputs during stance phases (e.g., see Fig. 5.12 (b)), which basically stiffen the legs and allow them to penetrate deeply into challenging surfaces (e.g., coarse gravel). On the other hand, other neural controllers (Manoonpong et al., 2008) like the adaptive neural controller (Manoonpong et al., 2013b) cannot achieve this due to the lack of muscle-like mechanisms (e.g., VAAMs). Furthermore, the adaptive neuromechanical controller enables the insect-like robot AMOS to achieve more energy-efficient walking (see Figs. 5.13), compared to other small legged robots (less than 8 kg (Galloway, 2010)). However, energy efficiency of AMOS still lags behind that of legged insects (see Figs. 5.13 (f) and (g)), since insect muscles can store and reuse energy.

Figure 5.13: Costs of transport (COT) of small legged robots. (a) MEDIC (Kohut et al., 2011). (b) RHex (Saranli et al., 2001). (c) HAMR\textsuperscript{2} (Baisch et al., 2010). (d) DASH (Birmeyer et al., 2009). (e) Gregor I (Arena et al., 2006). (f) AMOS. (g) Legged insects (Nishii, 2000).
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Conclusions

6.1 Summary of contributions

The motivations and benefits of neuromechanical control on legged robots are in detailed described in (Holmes et al., 2006; Nishikawa et al., 2007; Tytell et al., 2011; Miller et al., 2012) compared to pure neural control or mechanical control (e.g., compliance control). Here, we briefly discuss major methodologies for adaptive and energy-efficient legged robots, since most of the relevant detailed discussions have been provided in the above sections (e.g., see Section 2). In general, the major methodologies have emphasized on neural control (Ijspeert, 2008; Manoonpong et al., 2007), variable compliance control (Semini et al., 2013; Ham et al., 2009; Hurst, 2008) or intelligent mechanical structures (Collins et al., 2005; Ananthanarayanan et al., 2012). Neural control focuses often on emulating behaviors of the nervous systems for coordinated and adaptive legged robots over different surfaces (Manoonpong et al., 2013b; Steingrube et al., 2010). Mere neural control may lead to energy inefficient legged locomotion on different surfaces (Xiong et al., 2014a, 2013), since legged robots cannot achieve variable compliant joint motions. Variable compliance control of legged robots can be achieved by two major methods: active and passive compliance. Typically, active compliance is achieved by software control of joint torques (Boaventura et al., 2013), regardless of additional passive components (e.g., springs). An advantage of active compliance is that the controller enables joint compliance to online adapt for walking on different surfaces. However, the transient responses of the compliant motions intrinsically result in locomotor instabilities, when walking on uneven or rough surfaces (Fukuoka et al., 2003; Garcia and de Santos, 2006). Moreover, adaptive compliance control to a physical legged robot with many DOFs remains an important and unsolved problem in a context of energy-efficient walking on different surfaces (Arevalo and Garcia, 2012; Nishikawa et al., 2007). Specifically, self-adjusting its parameters (i.e., $k_p$ and $k_d$ in Eq.(2.1)) is a difficult problem in a context of controlling energy-efficient legged locomotion with many DOFs. On the other hand, passive compliance is implemented via hardware that is characterized by physical components such as series elastic actuators (SEAs) (Pratt and Williamson, 1995), artificial muscles (Kingsley et al., 2006), and variable impedance actuators...
(VIAs) (Vanderborght et al., 2013). However, these physical and passive components are still mechanically too bulky and complex for small legged robots (less than 8 kg (Galloway, 2010)).

![Image: Figure 6.1: The main results of the adaptive neuromechanical controller. (a) Muscle-like functions (Dickinson et al., 2000) (e.g., brakes (Ahn and Full, 2002), see Figs. 3.11 (c) and (d)). (b) Stable walking (see Fig. 4.5). (c) Accurate surface (e.g., snow) classification (see Table 4.3). (d) Adaptive compliant joint motions (see Figs. 5.8 and 5.10). (e) Insect-like gaits (see Figs. 5.1, e.g., a tripod gait (Ritzmann and Zill, 2013)). (f) Energy-efficient hexapedal walking (see Figs. 5.11) (Nishii, 2000).]

Taken together, compared to other existing methodologies, the main contributions of our method are as follows:

- it develops a simplified muscle model (i.e., the VAAMs, see Fig. 1.2 (b)) for the muscle-like functions that underlie variable compliant joint motions (see Section 3.2);
• it presents the underlying muscle-like functions (e.g., brakes (Ahn and Full, 2002; Dickinson et al., 2000), see Fig. 6.1 (a)) of the VAAMs that are comparable to those of biological muscles (see Section 3.3);

• it utilizes a proximo-distal gradient of neural control and muscle functions to enhance the stability of legged robot locomotion under adaptive compliance control (see Fig. 6.1 (b) and Chapter 4);

• it achieves variable compliant joint motions relying only on force sensing at the end effectors of the legs. Thus, the implementation reduces sensing and design efforts of legged robots (see Section 4.3);

• it exploits the compliant joint signals generated by the VAAMs to well classify surfaces without using multiple sensing (see Fig. 6.1 (c) and Section 4.4);

• it utilizes sensorimotor learning (see Fig. 6.1 (d)) to self-adjust the stiffness parameters of the VAAMs that adapts to insect-like gaits (e.g., a tripod gait, see Fig. 6.1 (e)) and surfaces (e.g., gravel), thereby leading to more energy-efficient hexapedal walking (see Fig. 6.1 (f) and Chapter 5);

• it provides a way forward to model stable and adaptive compliant insect-like walking, by implementing a bio-inspired neural network and several virtual agonist-antagonist mechanisms (VAAMs) on the hexapod robot AMOS with 19 degrees of freedom (i.e., probing Bernstein’s ‘degrees of freedom’ problem (Bernstein, 1967; Nishikawa et al., 2007)) (see Figs. 1.2).

Although the contributions had been made, there are still some unsolved works on neuromechanical control for physical insect-like (i.e., hexapedal) walking. For example, the contractile elements (CEs) of the VAAMs are mathematically approximated setting the length-dependent and velocity-dependent functions to 1 in this thesis. Whereas the two functions should be modeled (see Figs. 3.1) to fit the experimental data obtained from the insects (Ghigliazza and Holmes, 2005; Kukillaya and Holmes, 2009; Tóth et al., 2012). The lengths and velocities of the virtual agonist-antagonist mechanisms (VAAMs) can be derived from additional proprioceptive sensors (e.g., joint position and velocity sensors), which will be added in a new AMOS. As a result, this work will enable the new AMOS to achieve more smooth and insect-like joint motions. In addition, energy efficiency of AMOS still lags behind that of legged insects (see Figs. 5.13 (f) and (g)), since AMOS’s morphology (e.g., skin and muscles) isn’t optimized yet. Its muscle-like mechanisms (i.e., VAAMs), for instance, fail to store and reuse energy due to their virtual elements, although their applications can reduce structural and sensory complexities of legged robots with many degrees of freedom. Therefore, the VAAMs and physical materials (e.g., shark skin (Manoonpong et al., 2013a)) can be integrated to improve energy-efficient hexapedal walking in future work.
Chapter 6: Conclusions

6.2 Future work

The work presented in this thesis aimed to be a fundamental step to model and control physical legged robots in a simplified neuromechanics way. The proposed adaptive neuromechanical controller (see Fig. 5.2) provides a way forward to simplistically model an insect neuromusculoskeletal system by using the modular neural network (MNN), the 18 pairs of the muscle-like mechanisms (VAAMs), and the insect-like robot AMOS with 19 DOFs (degrees of freedom). Whereas the amount of the DOFs is greatly less than that of the muscles driving them in legged animals such as insects. In an insect (e.g., *Blaberus discoidalis*), for instance, there are 220 muscles controlling its legs with at least 19 DOFs that contribute to its locomotion (Full and Ahn, 1995). In addition, the muscle model adopted in the controller is a simplified insect muscle model (Ghigliazza and Holmes, 2005; Kukillaya and Holmes, 2009; Tóth et al., 2012) where there are only neural activities and lengths that contribute to the active forces generated by the contractile elements (CEs) of the muscle-like mechanisms (i.e., VAAMs). This is because there is no the experimental data obtained from the insects such that the model of the CEs cannot incorporate the length-dependent and velocity-dependent functions. Moreover, such functions are very difficult to be applied to the CEs of the VAAMs driving AMOS due to its lack of the position and velocity sensors at its joints. Similarly, its lack of force/torque sensors at its joints fails to allow adaptive compliant joint motions in the horizontal directions and swing phases. Therefore, the future work based on the presented work can be extended to:

- implement the insect muscle model (Ghigliazza and Holmes, 2005; Kukillaya and Holmes, 2009; Tóth et al., 2012) on AMOS by obtaining experimental data (e.g., muscle force-length data) of insects and adding additional proprioceptive sensors (i.e., joint position and velocity sensors);

- add force/torque sensors at each joint, which allows AMOS to achieve more smooth and adaptive compliant joint motions in the horizontal direction and swing phases;

- increase the amount of the muscle-like mechanisms (i.e., VAAMs) and apply them to AMOS by integrating the insect muscle model and multiple sensory feedback (e.g., force);

- replace the modular neural network (MNN) with the multiple decoupled CPGs (Barikhan et al., 2014) to enable AMOS to online adapt its gaits to energy-efficiently walking on different surfaces under the adaptive neuromechanical controller;

- replace the forward models (see Fig. 5.2) with reservoir-based online adaptive forward models (Manoonpong et al., 2014) to accurately predict AMOS’s foot contact forces.
In addition to studying hexapedal locomotion, the adaptive neuromechanical controller can be used to study human-like (i.e., biped) locomotion. With the adaptive neuromechanical controller, biped robots can refer to the adopted strategies of human locomotion to minimize the energetic costs and enhance locomotor stability. For example, the stiffness parameters of the muscle-like mechanisms (i.e., VAAMs) of the controller need to be increased to stiffen the legs of the biped robots that adapts to their walking on the increasingly soft surfaces. This is because humans usually stiffen their legs to improve energy efficiency and enhance locomotor stability on the increasingly soft surfaces (e.g., sponge) (Spence et al., 2010; Farley et al., 1998; Ferris et al., 1998). In return, the biped robots can be good physical platforms to validate and explore the hypotheses of synergistic neuromechanical control of human locomotion by using the adaptive neuromechanical controller. Based on the validated hypotheses, the adaptive neuromechanical controller can be adjusted and applied to the robotic assistive devices (e.g., exoskeletons) to restore the missing leg functions of amputees.


A.1 Joint motion equation

Substituting Eqs. (3.8), (3.9) and (3.10) into Eq. (3.11), the motion equation of the joint \( P \) is given by:

\[
\ddot{\theta} = f_{\text{ext}} \sin(\theta) + r[(K(l_1^P - l_0) + Dv_1^P + N_j^1) - (K(l_2^P - l_0) + Dv_2^P + N_j^2)]. \tag{A.1}
\]

The lengths of \( PE_{(1,2)} \) (i.e., \( l_{(1,2)}^P \)) are equal to the lengths of \( M_1 \) (i.e., \( L_1 \)) and \( M_2 \) (i.e., \( L_2 \)),

\[
l_1^P = L_1, L_2 = l_2^P. \tag{A.2}
\]

In Fig. 3.4, \( M_1 \) is shortening when \( M_2 \) is lengthening. Therefore, the relationship between displacements of \( M_1 \) (i.e., \( \Delta L_1 \)), \( M_2 \) (i.e., \( \Delta L_2 \)) and \( PE_{(1,2)} \) (i.e., \( \Delta l_{(1,2)}^P \)) is given by:

\[
-\Delta l_1^P = -\Delta L_1 = \Delta L_2 = \Delta l_2^P. \tag{A.3}
\]

Here we postulate the relationship between displacements \( \Delta l_1^P \) of \( PE_1 \), \( \Delta l_2^P \) of \( PE_2 \) and the joint angle \( \theta \) as (derived by Eqs. (A.2) and (A.3)):

\[
-(l_1^P - l_0) = -\Delta l_1^P = \theta r = \Delta l_2^P = l_2^P - l_0, \tag{A.4}
\]

where \( r \) is the radius of the joint \( P \). The relationship between velocities \( \dot{\Delta l}_1^P \) of \( PE_1 \), \( \dot{\Delta l}_2^P \) of \( PE_2 \) and the joint velocity \( \dot{\theta} \) is given by:

\[
-v_1^P = -\dot{\Delta l}_1^P = \dot{\theta} r = \dot{\Delta l}_2^P = v_2^P. \tag{A.5}
\]

Besides, since the motions of \( M_1 \) and \( M_2 \) are against each other, their activation intensities \( i_{(1,2)} \) are set to:

\[
i_1 = -i_2 = 0.5. \tag{A.6}
\]

A.2 Notations

- \( F_{6 \times 1}^{\text{ext}} \) is the matrix of the forces, i.e., \( F_{6 \times 1}^{\text{ext}} = [f_1^{\text{ext}}, f_2^{\text{ext}}, \ldots, f_6^{\text{ext}}]_T; \)
- \( F_{6 \times 1}^\perp \) is the Hadamard product of \( F_{6 \times 1}^{\text{ext}} \) and \( \sin(\theta_1_{6 \times 1}); \)
• $L_1$ is the length of the link between the FTi joint and the end effector of the leg, e.g., $L_1 = 0.115$ m;
• $I$ is the inertia of the FTi and CTr joints, i.e., $I = 0.5 \times 10^{-3}$;
• $r$ is the radius of the joints, i.e., $r = 0.1$;
• $\dot{\theta} 1_{6 \times 1}$ and $\dot{\theta} 1_{6 \times 1}$ are the acceleration and velocity matrices of $\theta 1_{6 \times 1}$;
• $K(1, 2) 6 \times 1$ and $D(1, 2) 6 \times 1$ are matrices of the stiffness and damper parameters of $PE(1, 2)$, which control the compliance of the FTi and CTr joints.
• $L_2$ is the length of links between the CTr and FTi joints, i.e., $L_2 = 0.075$ m;
• $\vec{V} 1_{6 \times 1}$ and $\vec{V} 2_{6 \times 1}$ are matrices of the displacement vectors of the CTr and FTi joints relating to the forces $f^e x t_{1-6}$.
• $\ddot{\theta} 2_{6 \times 1}$ and $\dot{\theta} 2_{6 \times 1}$ are the acceleration and velocity matrices of $\theta 2_{6 \times 1}$.
• $C_{6 \times 1}$ is the matrix of the CTr neuron outputs of the MNN, i.e., $C_{6 \times 1} = [N_7, N_8, \ldots, N_{12}]^T$.

A.3 Neuromechanical control of the legs

A.3.1 Swing phase

When a leg is in a swing phase (i.e., $f^e x t_i = 0$, $i \in Z_{[1,6]}$, see Fig. 4.4 (a)), outputs $O_{(i,i+6,i+12)}$ for its TC, CTr and FTi joints receive the outputs of the motor neurons $N_{(i,i+6,i+12)}$ as their inputs.

TC joints

The TC neuron outputs $N_{1-6} \in [-0.81, 0.91]$ are scaled into the TC outputs $O_{1-6} \in [-0.37, 0.32]$:

$$O_{1-6} = \frac{N_{1-6} - (-0.81)}{0.91 - (-0.81)} (0.32 - (-0.37)) - 0.37 \approx 0.4N_{1-6} - 0.05. \tag{A.7}$$

CTr joints

The CTr neuron outputs $N_{7-12} \in [-1, 0, 1.0]$ are scaled into the CTr outputs $O_{7-12} \in [0.71, 1.0]$:

$$O_{7-12} = \frac{N_{7-12} - (-1.0)}{1.0 - (-1.0)} (1.0 - 0.71) + 0.71 \approx 0.15N_{7-12} + 0.86. \tag{A.8}$$
FTi joints

The FTi neuron outputs $N_{13-18} \in [-0.9, 1.0]$ are scaled into the FTi outputs $O_{13-18} \in [-0.41, -0.45]$:  
\[
O_{13-18} = \frac{N_{13-18} - (-0.9)(-0.45) - (-0.41)}{1.0 - (-0.9)} 
\approx -0.02N_{13-18} - 0.43.  
\tag{A.9}
\]

A.3.2 Stance phase

TC joints

All TC joints are purely controlled by $CE_{(1,2)}$ of the VAAM. $CE_{(1,2)}$ are activated by the outputs $N_{1-6}$ of the modular neural network. The TC neuron outputs $T_{j,1} \in [-0.81, 0.91]$ are scaled into the TC outputs $O_j \in [-0.37, 0.32]$ (see Fig. 4.6 (a), $j \in \mathbb{Z}_{[1,6]}$):  
\[
O_j = \frac{T_{j,1} - (-0.81)}{0.91 - (-0.81)}(0.32 - (-0.37)) - 0.37 
\approx 0.4T_{j,1} - 0.05.  
\tag{A.10}
\]

CTr joints

Each CTr joint is driven by $PE_{(1,2)}$ and $CE_{(1,2)}$ of the VAAM. $CE_{(1,2)}$ are activated by one of the outputs $N_{7-12}$ of the modular neural network (see Fig. 4.6 (a)). The angles $\theta_{2m,1} (m \in \mathbb{Z}_{[1,6]})$ of the CTr joints are linearly transformed into their outputs $O_j$ (see Fig. 4.4). $O_j$ are given by ($j \in \mathbb{Z}_{[7,12]}$):  
\[
O_j = \frac{\theta_{2j-6,1} - 0.785}{-1.745 - 0.785}(1 - (-1)) - 1 
\approx -0.8\theta_{2j-6,1} - 0.38  
\tag{A.11}
\]

FTi joints

Each FTi joint is only driven by $PE_{(1,2)}$ of the VAAM (see Fig. 4.6 (a)). The angles $\theta_{1m,1} (m \in \mathbb{Z}_{[1,6]})$ of the FTi joints can be linearly transformed into their outputs $O_j$ (see Fig. 4.4). $O_j$ are given by ($j \in \mathbb{Z}_{[13,18]}$):  
\[
O_j = \frac{\theta_{1j-12,1} - (-1.22)}{0.96 - (-1.22)}(1 - (-1)) - 1 
\approx 0.92\theta_{1j-12,1} + 0.12.  
\tag{A.12}
\]
A.4 The tripod gaits of AMOS and an insect

Figure A.1: The tripod gaits of AMOS and an insect. (a) A tripod gait of AMOS. The gait is the slow tripod gait (see Fig. 5.1 (h)) when the modulatory input $S$ of the MNN is set to 0.16. Note that time here is the scaled time $t$ (i.e., $t = 250 \times \text{second}$). (b) A tripod gait of an insect on a tether (modified from Ritzmann and Zill (2013)). Red or blue areas indicate no ground contacts during swing phases while white areas refer to ground contacts during stance phases. The tripod gaits mean that the right front (i.e., R1) and hind (i.e., R3) legs move as a unit with the left (i.e., L2) middle leg. This tripod alternates between swing and stance phases with another tripod that consists of the remaining three legs (i.e., L1, R2, and L3).
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