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Abstract

Objective: To quantify variability in the results of statistical analyses based on contingency tables and discuss the implications for the choice of sample size for studies that derive clinical prediction rules.

Study Design and Setting: An analysis of three pre-existing sets of large cohort data (n= 4,062 to 8,674) was performed. In each dataset, repeated random-sampling of various sample sizes, from n=100 up to n=2,000, was performed 100 times at each sample size and the variability in estimates of sensitivity, specificity, positive and negative likelihood ratios, post-test probabilities, odds ratios and risk/prevalence ratios, for each sample size was calculated.

Results: There were very wide, and statistically significant, differences in estimates derived from contingency tables from the same dataset when calculated in sample sizes below 400 people, and typically this variability stabilized in samples of 400 to 600 people. Although estimates of prevalence also varied significantly in samples below 600 people, that relationship only explains a small component of the variability in these statistical parameters.

Conclusion: To reduce sample-specific variability, contingency tables should consist of 400 participants or more when used to derive clinical prediction rules or test their performance.
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**What is new?**
- There is a lack of information about appropriate sample sizes for studies that derive or test clinical prediction rules using contingency tables.
- We found very wide and statistically significant variability in estimates derived from contingency tables (sensitivity, specificity, positive and negative likelihood ratios, post-test probabilities, odds ratios and risk/prevalence ratios) when calculated in sample sizes of 100 or 200 people, which typically stabilized in samples of 400 to 600 or more people.
- Although estimates of prevalence also varied significantly in samples below 600 people, in less than 15% of occasions was there less variability in samples extracted with a fixed prevalence than in samples with a varying prevalence.
- Sample sizes in studies that derive prediction rules, or measure prediction rule performance, using contingency tables should consist of 400 participants or more.
1. Introduction

Clinical prediction rules are tools that define the relationship between multiple predictors (e.g., from an individual patient’s history, physical examination, and/or test results), and likely diagnosis, prognosis or treatment response [1, 2]. They can be used to identify clinically relevant subgroups of patients. There is growing interest in clinical prediction rules, as seen in a recent study that identified more than 400 unique prediction rules across a range of health conditions that had been derived and published between 1965 and 2009, with the 80% of them published since the year 2000 [1].

Clinical prediction rules are derived from multivariable prediction models. The typical sequence is that candidate predictor variables are formed into prediction models using a variety of statistical methods, a final model is chosen based on its performance measures and then that prediction model is transformed into a prediction rule [3]. Although the derivation of the rule from the model can also occur using a variety of statistical approaches, they often involve the use of statistics based on dichotomization of data into 2 x 2 contingency tables.

The 2 x 2 contingency table represents a dichotomized predictor variable and dichotomized outcome variable (the numbers of people who have/do not have a clinical characteristic present who also have/do not have a particular outcome). Dichotomized predictor and outcome variables in a contingency table enable the estimation of sensitivity, specificity, likelihood ratios, odds ratios, risk or prevalence ratios, and pre-test and post-test probabilities. The clinical use of post-test probabilities is considered to be a high level application of evidence-based care for the diagnosis of, and treatment selection for, individual patients [3].

Contingency tables have been used at various stages in the derivation of prediction rules. For example in the case of the Flynn prediction for spinal manipulation in people with low back pain [4], univariate screening was initially used as a selection process to reduce the number of candidate variables, then continuous scale variables were dichotomized using the results of ROC analysis and their sensitivity, specificity and positive likelihood ratios were calculated from contingency tables for descriptive purposes, prior to the remaining candidate variables being entered into a logistic regression model. In other examples, contingency tables are used when identifying the number of items that need to be positive before a person is classified as ‘rule positive’, or in measuring prediction rule performance [3]. Even when a prediction rule is created using some form of sum score from a multivariable model such as linear regression, simple dichotomization of ‘over or under’ a threshold indicator and ‘with or without’ the outcome of interest is often used in the process of rule calibration or for describing model performance. Similarly, recursive partitioning approaches to studying diagnostic pathways, such as Classification and Regression Trees, are based on contingency tables and provide predicted probabilities of a diagnosis [5]. So the use of statistical estimates based on contingency tables commonly occurs at some stage in the creation of prediction rules, regardless of the overall method pathway used.
However, there is evidence that estimates based on contingency table statistics are highly variable *across* samples, due to variations in prevalence (selection bias) and disease severity (spectrum bias) [6-8]. These estimates can also be highly variable *within* samples, due the presence of other clinical characteristics that may reflect the existence of subgroups in the sample [9, 10]. While the influence of these attributes (selection bias, spectrum bias and the presence of clinical subgroups) on the variability in estimates based on contingency table statistics has been investigated [6-10], variability in estimates due to sample size has not been adequately researched.

Currently, the a priori estimation of adequate sample size is difficult in studies designed to derive clinical prediction rules, as (i) the performance characteristics of the rule cannot be known a priori, and (ii) the prevalence and severity of a particular health condition in a particular clinical setting may not be known. Sample sizes for studies that have derived musculoskeletal prediction rules have varied greatly, from 54 [11] to 8,924 [12], and are often less than 100 [4, 11, 13, 14].

Therefore, the aims of this study were to (i) quantify variability in the estimates of clinical prediction rule performance (sensitivity, specificity, positive and negative likelihood ratios, post-test probabilities, odds ratios and risk/prevalence ratios) that typically result from contingency tables of dichotomised predictors and outcomes, and (ii) discuss the implications of the results for sample sizes decisions in future studies.

2. Methods

2.1. Method summary

Three pre-existing sets of Danish cohort data were analyzed. The first dataset was of 4,062 patients with spine pain from which the diagnostic accuracy of a screening test for generalized hypermobility was assessed. The second dataset of 7,457 patients provided data for evaluating the association between fear of movement at a baseline consultation and scores for low back pain-related activity limitation 6-months later. The third dataset was 8,674 people in a twin registry that enabled assessment of the cross-sectional association between male sex and grip strength. Repeated sampling of various sample sizes was performed on each dataset and the variability in estimates of prediction rule performance at each sample size was calculated. From each dataset, we modelled single item predictors rather than multi-item prediction rules, but the statistical implications are identical, as scoring positive or negative on a multi-item prediction rule results in a dichotomous predictor variable.

2.2. Datasets

The first dataset consisted of 4,062 people with chronic spine pain that was assembled for a study of the diagnostic accuracy of elbow extension as a screening test for systemic hypermobility [15]. Briefly, from the records of a consecutive cohort of 17,117 back pain patients presenting to the Back Centre of Funen - a public
hospital department - from 1999 to 2008, all patients were identified who had been
tested using the Beighton criteria for systemic hypermobility. The Beighton
assessment includes nine physical tests for systemic joint hypermobility and these
were tested in that clinical setting only with people suspected by their clinician of
having hypermobility. The Albert et al. 2010 study used the cut point of 4 or more
positive tests, as recommended by Grahame et al. [16], which has been shown to
have good reproducibility (Kappa 0.80) when differentiating people diagnosed as
having generalized joint hypermobility from those without this condition [17]. Using
that criterion standard for systemic hypermobility, the accuracy of the individual
Beighton test items for predicting the total Beighton sum scores was calculated to
determine the most accurate single-item screening test. Beighton test items of the
side of handedness (dominant side) were found to be more accurate than tests of
either the right or left side, and extension of the dominant elbow >10 degrees was
the most accurate single-item screening test with an overall accuracy of 93.9%.
Therefore, in the current study, the effect of sample size on the diagnostic accuracy
of >10 degrees extension in the dominant elbow (yes/no) as a screening test for
systemic hypermobility (yes/no) was investigated.

The second dataset was of 7,457 chronic low back pain patients from the SpineData
Registry at the Spine Centre of Southern Denmark [18]. The longitudinal association
between fear of movement at a baseline consultation and high pain-related activity
limitation 6-months later was assessed. The SpineData registry is a consecutive
cohort of all consenting patients presenting to a regional spine center - a public
hospital department. For the current study, all low back pain patients who had
completed both the baseline and 6-month self-reported questionnaires were
selected. Fear of movement at the baseline consultation was measured using two
screening questions from the physical activity subscale of the Fear Avoidance Beliefs
Questionnaire [19] that have been shown to have an overall accuracy of 93.2% in
this setting, relative to the full subscale score [20]. People were categorized as
positive on the dichotomized fear of movement variable if their average combined
score on these two screening questions was equal to or above the validated cut
point of 7.0 (0-10 scale) [20]. Pain-related activity limitation at 6-months follow-up
was measured using the 23-item version of the Roland Morris Disability
Questionnaire (RMDQ) [21, 22], with sum scores expressed as a proportional score
[23]. The 6-month RMDQ scores were dichotomized using the mean of the sample
(47.8) as the cut point, with scores above that threshold being classified as high
activity limitation. Therefore, in the current study, the effect of sample size on the
predictive accuracy of baseline fear of movement (yes/no) as a predictor of high
pain-related activity limitation at 6-months follow-up (yes/no) was investigated.

The third dataset was of data from 8,674 people from a grip strength cohort within
the Danish Twin Registry [24]. Briefly, this cohort included people from three
national population-based surveys: the Longitudinal Study of Middle-Aged Twins, the
Longitudinal Study of Aging Danish Twins, and the Danish 1905 Birth Cohort Study. In
those studies, grip strength was recorded as the maximum grip of six attempts, three
from each hand, measured using a Smedley dynamometer (TTM; Tokyo, Japan). The
width of the dynamometer handle was adjusted to fit the participant’s hand size,
and, during the measurement, the elbow was in 90 degrees of flexion, with the upper arm tight against the chest wall. Data were excluded from participants with less than three attempts or a difference of 20 kg or more between two attempts. On average, males have higher grip strength [24] than females. Therefore, in the current study, the cross-sectional association between male sex (yes/no) and grip strength (yes/no) above the sample mean (30.4 kg) was investigated [24]. Additional details of all the cohorts can be seen in Table 1.

Table 1: Sample characteristics

<table>
<thead>
<tr>
<th>Elbow hyper-extension/systemic hypermobility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort sample size (n)</td>
</tr>
<tr>
<td>Mean (SD) age (years)</td>
</tr>
<tr>
<td>Sex (male)</td>
</tr>
<tr>
<td>Dominant arm (right)</td>
</tr>
<tr>
<td>Dominant elbow &gt;10 degrees hyperextension</td>
</tr>
<tr>
<td>Generalised hypermobility (Beighton score of 4 or more)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline fear of movement/6-months high activity limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort sample size (n)</td>
</tr>
<tr>
<td>Mean (SD) age (years)</td>
</tr>
<tr>
<td>Sex (male)</td>
</tr>
<tr>
<td>Median (IQR) episode duration (months)</td>
</tr>
<tr>
<td>Mean (SD) low back pain intensity - baseline (0 to 10 scale)</td>
</tr>
<tr>
<td>Mean (SD) activity limitation - baseline (0 to 100 scale)</td>
</tr>
<tr>
<td>Mean (SD) fear of movement - baseline (0 to 10 scale)</td>
</tr>
<tr>
<td>Baseline fear of movement score above 7.0 (0 to 10 scale)</td>
</tr>
<tr>
<td>Mean (SD) Low back pain intensity - 6-months follow-up (0 to 10 scale)</td>
</tr>
<tr>
<td>Mean (SD) Activity limitation - 6-months follow-up (0 to 100 scale)</td>
</tr>
<tr>
<td>Activity limitation above sample mean (47.8) at 6-months follow-up (0 to 100 scale)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Male sex/grip strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort sample size (n)</td>
</tr>
<tr>
<td>Mean (SD) age (years)</td>
</tr>
<tr>
<td>Sex (male)</td>
</tr>
<tr>
<td>Mean (SD) grip strength (kg)</td>
</tr>
<tr>
<td>Grip strength above sample mean (30.4kg)</td>
</tr>
</tbody>
</table>

SD= standard deviation, IQR=interquartile range, kg=kilogram

2.3. Statistics
In all datasets, 2 x 2 contingency table statistics were calculated for randomly selected samples of 100, 200, 400, 600, 800 and 1000 in the hypermobility dataset, samples of 100, 200, 400, 600, 800, 1000, 1200, 1400, 1600 and 1800 in the fear of
movement dataset, and samples of 100, 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800 and 2000 in the grip strength dataset. Arbitrarily, the maximum size limit for these random samples was set at 25% of the total cohort size, to reduce the number of times that different samples contained some of the same individuals and thereby ensure variation across samples of the same size. The samples were randomly selected without replacement, which ensures that within each sample, the same person cannot be selected twice. However, repeating this random selection over and over means that the same person may have be selected across multiple samples.

For each sample size, random selection and the calculation of contingency table statistics were replicated 100 times. This simulated performing the study 100 times, and enabled an estimate of the variability attributable to sample-specific characteristics for each sample size. In addition, the same contingency table statistics were calculated using the complete cohort data, to represent our best estimate of the ‘real’ population parameter. Graphs were constructed to display the full range and median of point estimates for each contingency table statistic across sample sizes in each cohort. An overview of the study procedures is shown in Figure 1. The replications were limited to 100 times because as the number of repetitions increases, the frequency of more extreme estimates also increases.

Insert Figure 1 about here

2.3.2 Contingency table statistics
Eight statistical parameters were calculated from each randomly selected sample: sensitivity, specificity, positive and negative likelihood ratios, post-test probabilities for both a positive and negative test result, odds ratios and risk/prevalence ratios. These are briefly described here[20]:

- **Sensitivity** is the proportion of true positives that are correctly identified by the test and therefore, a sensitivity of 90% indicates that one in ten people with the outcome of interest are missed by the test (in this context, a prediction rule).
- **Specificity** is the proportion of true negatives that are correctly identified by the test and therefore, a specificity of 90% indicates that one in ten people who have do not have the outcome of interest are incorrectly classified by the test.
- **Positive and negative likelihood ratios** are measures that can be used with an estimate of the pre-test probability of having the outcome of interest (in this context, such as having a high activity limitation at 6-months follow-up) to calculate the post-test probability of that state. A likelihood ratio greater than 1 indicates that a positive test result is associated with the presence of the outcome, whereas a likelihood ratio less than 1 indicates that the positive test result is associated with the absence of the outcome [25]. The further likelihood ratios are from 1, the stronger the evidence for the presence or absence of the outcome.
- **Post-test probabilities** for a positive and negative test result are the probabilities of the outcome, depending on the test result.
Odds ratios are the odds that a person with a positive test result will have the outcome, divided by the odds of having the outcome if the test result was negative.

The risk ratio (also known as the relative risk) is the probability of a future event in a person with a positive test result, divided by the probability of the same event in a person with a negative test result. Whereas risk ratio is used in longitudinal data, when the same formula is used in cross-sectional data, the resultant parameter is called a prevalence ratio (because risk of an outcome is a longitudinal concept).

### 2.3.2 Exploratory statistics
To determine whether the variability in contingency table statistical estimates differed by sample size, pairwise comparisons of sequential sample sizes were performed using the STATA robvar command, which reports Levene’s robust test statistic for the equality of variances between the samples.

As contingency table statistics partly reflect the prevalence of the condition in the sample, to understand whether the variability in estimates for these statistical parameters was related to variability in prevalence, we used the event-per-variable method to create new samples, at each sample size, in which the ‘event’ prevalence was fixed to that of the background prevalence in the whole cohort. In the event-per-variable method, the number of events (E) required at each sample size is determined by $E = n \times \text{rate}$, where 'rate' is the proportion of events in the 'population' or whole data set[26]. For example, if the population event rate is 0.21, then 84 events would be needed for a sample containing 400 people ($E = 400 \times 0.21 = 84$). As 2 x 2 contingency tables contain one test variable, these samples were extracted using a fixed prevalence determined by $E \times 1$. Therefore, when using this method, all samples at all sample sizes had the same prevalence as the whole cohort from which they were drawn. We then performed pairwise comparisons (robvar), for each parameter at each sample size, to determine whether the variability in contingency table statistical estimates was different between samples with a fixed prevalence and those with a varying prevalence. Where there was a difference, we compared the SD of variance to identify the direction of the difference.

All statistical analyses were performed using STATA version 13.1 (StataCorp, College Station, Texas, USA) and Excel 2011 version 14.5 (Microsoft Corp, Redmond, Washington, USA). The flow chart and graphs were constructed using InDesign CS6 version 8.0 (Adobe Systems, San Jose, California, USA). We considered a result to be statistically significant if $p=0.05$ or less.

### 2.4 Ethics
Under Danish law, the secondary analysis of such de-identified data does not require separate ethics approval (The Act on Processing of Personal Data, December 2012, Section 5.2; Act on Research Ethics Review of Health Research Projects, October 2013, Section 14.2).
3. Results

The results, graphed as the full range and median of point estimates for each contingency table statistic, across sample sizes, are shown in Figure 2 (sensitivity and specificity), Figure 3 (odds/risk/prevalence ratios) and in the online Appendix (likelihood ratios and post-test probabilities). The results were similar across all datasets. Some statistical parameters, such as likelihood/odds/risk/prevalence ratios generally showed much more sample-specific variability than other parameters, such as sensitivity, specificity and post-test probabilities.

Predictably, wide variability was seen in smaller samples, especially n=100 and n=200, and this diminished as sample sizes increased. In some instances, the size of the variability was so large as to indicate that results at that sample size were highly imprecise. For example, from samples of 100 people, estimates of the post-test probability after a positive test for hypermobility ranged from 8% to 95% (Figure 4). Similarly, from samples of 100 people, estimates of the odds ratio for grip strength ranged from 7.2 to 200.6 (Figure 5).

Across all the measures of prediction rule performance that were tested, the variability of estimates was significantly larger in the n=100 sample size than in the n=200 samples and in the n=200 than in the n=400 samples (Table 2). For most performance measures, the variability of estimates was also significantly larger in the n=400 sample size than in the n=600 samples. For some measures in some samples, this trend continued, but it was patchy and inconsistent. So the broad observation is that across cohorts, variability mostly stabilized when sample sizes were between 400 and 600.

Our results also contain two counter-intuitive findings in the hypermobility data (two out of 216 comparisons), where there was greater variability for the positive likelihood ratios and odds ratios at the n=200 sample size than at n=100 (sdtest p>0.001), which is opposite to the pattern we usually observed. We do not have an explanation as to why this occurred and it was not seen on the other six statistical parameters calculated for this dataset. Increasing the replications to 1,000 and 10,000 times did not affect these findings. However, in the samples extracted using the fixed prevalence method, this anomalous result only persisted for the positive likelihood ratios (one out of 216 comparisons).

The results in Table 2 show that across the cohorts there was consistently greater variability in the estimates of prevalence in the n=100 sample size than in the n=200 samples and in the n=200 than in the n=400 samples. Again, in some of the cohorts this trend continued, but it was patchy and inconsistent.
The results from the pairwise comparisons identifying whether the size of the variability in contingency table statistical estimates was different between samples with a fixed prevalence and those with a varying prevalence are shown in Table 3. In 14.8% of these 216 pairwise comparisons, there was a difference in the variability and almost always (31 of 32 occasions) that difference was less in the samples with a fixed prevalence. This indicates that variability was either the same or less when prevalence was fixed.

The frequency of differences in the size of the variability in contingency table statistical estimates between samples with a fixed prevalence and those with a varying prevalence varied across datasets (hypermobility 12.5%, fear 21.3%, grip strength 10.2%). It also varied across the statistical parameters. It was most common in estimates of post-test probabilities, which may reflect a compounding effect because post-test probabilities are the product of two other estimates (pre-test odds and a likelihood ratio) each of which have their own variability.
Table 2: Pairwise comparisons of whether the variability was different between one sample size and the next largest sample size.

<table>
<thead>
<tr>
<th>Pairwise comparisons of variability in specified sample sizes</th>
<th>100 vs 200</th>
<th>400 vs 600</th>
<th>600 vs 800</th>
<th>800 vs 0</th>
<th>100 vs 0</th>
<th>120 vs 0</th>
<th>1400 vs 1600</th>
<th>1600 vs 1800</th>
<th>1800 vs 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity&lt;br&gt;Hypermobility &lt;0.01, 0.06, &lt;0.01, 0.60, 0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.40, 0.05, &lt;0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, 0.74, 0.47, 0.15, 0.06, 0.25, 0.30, 0.28, 0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specificity&lt;br&gt;Hypermobility 0.10, &lt;0.01, &lt;0.01, 0.26, 0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear 0.03, &lt;0.01, 0.04, &lt;0.01, 0.67, 0.15, 0.44, 0.34, 0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, &lt;0.01, 0.12, 0.08, 0.24, 0.93, 0.21, 0.76, 0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive&lt;br&gt;Likelihood&lt;br&gt;Hypermobility 0.04, &lt;0.01, &lt;0.01, 0.20, 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.03, 0.04, 0.27, 0.21, 0.44, 0.18, 0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, &lt;0.01, 0.12, 0.15, 0.21, 0.32, 0.34, 0.47, 0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative&lt;br&gt;Likelihood&lt;br&gt;Hypermobility &lt;0.01, 0.06, &lt;0.01, 0.59, 0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.05, 0.05, 0.08, 0.27, 0.32, 0.30, 0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, 0.38, 0.40, 0.38, &lt;0.01, 0.25, 0.42, 0.33, 0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-test probability (+ve test)&lt;0.01, &lt;0.01, &lt;0.01, 0.01, 0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, 0.02, 0.02, 0.17, &lt;0.01, 0.04, &lt;0.01, 0.26, 0.60, 0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-test probability (-ve test)&lt;0.01, &lt;0.01, 0.11, 0.20, 0.18, 0.07, 0.10, 0.80, 0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, 0.24, 0.48, 0.19, 0.34, 0.06, 0.20, 0.34, 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odds ratio&lt;br&gt;Hypermobility 0.07, &lt;0.01, &lt;0.01, 0.45, &lt;0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.29, 0.08, 0.07, 0.06, 0.31, 0.16, 0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, &lt;0.01, 0.06, 0.97, 0.06, 0.11, 0.86, 0.79, 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk/ prevalence ratio&lt;br&gt;Hypermobility 0.14, &lt;0.01, 0.02, 0.30, 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.03, 0.07, 0.09, 0.50, 0.27, 0.18, 0.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, 0.02, 0.40, 0.27, &lt;0.01, 0.04, 0.28, 0.60, 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence&lt;br&gt;Hypermobility &lt;0.01, &lt;0.01, 0.31, &lt;0.01, 0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear &lt;0.01, &lt;0.01, 0.31, 0.12, 0.06, &lt;0.01, 0.47, 0.68, 0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grip strength &lt;0.01, &lt;0.01, 0.06, &lt;0.01, 0.01, 0.50, &lt;0.01, 0.36, 0.44, 0.35, 0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*All parameters were tested using a 2-tailed *robvar* test for the variance being different between 100 samples drawn at each of two samples sizes. +ve test = result with a positive test result and -ve test = negative test result. vs = a statistical comparison of the variability at one sample size versus the variability at the next largest sample size.
Table 3: Pairwise comparisons of whether the variability was different between the samples with a fixed prevalence (the whole cohort prevalence) and those with a variable prevalence.

<table>
<thead>
<tr>
<th>Pairwise comparisons of variability at each sample size</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity* Hypermobility</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Specificity Hypermobility</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Positive Likelihood Ratio Hypermobility</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Negative Likelihood Ratio Hypermobility</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Post-test probability (+ve test) Hypermobility</td>
<td>&lt;</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Post-test probability (-ve test) Hypermobility</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Odds ratio Hypermobility</td>
<td>&gt;</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
<tr>
<td>Risk/ prevalence ratio Hypermobility</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Fear</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Grip strength</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>&lt;</td>
<td>&lt;</td>
</tr>
</tbody>
</table>

*All parameters were tested using a 2-tailed robar test (p<0.05). ‘=’ indicates the variability was the same. ‘<’ indicates the variability was less in samples with a fixed prevalence, and ‘>’ indicates the reverse.
4. Discussion

4.1. Summary of main findings

We found evidence of very wide and statistically significant variability in estimates derived from contingency tables when calculated in sample sizes of 100 or 200 people, and that typically this variability stabilised in samples of 400 to 600 people. Our findings suggest that, as a broad rule of thumb in the musculoskeletal area, sample sizes in studies that derive prediction rules using contingency tables or measure their performance using contingency tables should include 400 or more participants.

When represented diagrammatically, the relationship between variability and sample size might have been expected to display a cone shape, where increasingly larger sample sizes resulted in greater precision that was observed by increasingly smaller variability. However, some results suggested a more trumpet shape, where the variability plateaued out after a sample size of approximately 600. Some variability in estimates persisted, even in samples of more than 1,000 people, although the consequences of this residual variability for clinical decision-making in some settings, such as the conservative care of musculoskeletal conditions, are likely to be negligible. This visual pattern was reinforced by the results of statistical comparisons.

We found that some statistical parameters showed much more sample-specific variability than others. Nonetheless, all of these statistical parameters showed sample-specific variability of a size that is likely to be clinically important in some settings. One reason for this variability could be due to the varying prevalence of the health condition of interest in the randomly selected samples. For example, the prevalence of high activity limitation in the SpineData cohort ranged from 29% to 56% in the samples of n=100. However, variability in prevalence is likely to only explain a small component in the variability in these statistical parameters. That is because in only approximately 15% of occasions was there less variability in the samples with a fixed prevalence than in the samples with a varying prevalence.

4.2. Strengths and weaknesses

Using data from large cohorts allowed us to use multiple random samples of data of up to 1,000 people or more as a method for identifying sample sizes at which variability of estimates stabilized. It also allowed repeated random sampling, to simulate the same study being performed with different samples from the same source population. In addition, different types of associations were investigated, between physical impairments, a psychological characteristic and a demographic attribute. We also explored the influence of prevalence. A further strength is that we used real data as compared to simulated data, as the true variance in clinical and general population data might be difficult to model in simulated data.

A potential criticism of this study could be that only one of the three cohorts included longitudinal data. However, this would not have affected our findings, as all
2x2 contingency tables simply reflect the relationship between two variables. In addition, some clinical prediction rules, such as the Ottawa Knee Rules, are about cross-sectional relationships [27].

Another potential hesitation about the results might be that, as the method of randomly extracting samples without replacement has the potential to result in different samples that contain some of the same people, then maybe the reduced variability of estimates in larger sample sizes observed in this study was the result of an increased probability of selecting the same people. For two reasons, we do not believe this was a likely influence on our results. The first reason is that we originally analysed the results using the same method, except that we used only four mutually exclusive samples at each sample size. We subsequently switched the analysis to 100 non-mutually exclusive samples at each sample size due to a concern about how representative four samples would have been. Importantly, the results using both approaches showed exactly the same trend of the variability stabilising in samples of 400 to 600 people. The second reason is that a sample size of 400 represents from 5% to 10% of the total sample in the three cohorts we used and a sample of 600 represents from 7% to 15%. Given the differences between these cohort proportions at each sample size, it is highly unlikely that the reduced variability of estimates in samples of 400 to 600 people was the result of the same probability of selecting the same people within each cohort.

4.3. Findings relative to previous studies
We are not aware of other studies that have investigated sample sizes requirements for studies that derive clinical prediction rules. There are a priori sample size estimation procedures for studies of diagnostic test performance, based on the desired confidence interval for likelihood ratios [28] and predictive values [29]. However, these procedures require a priori knowledge of test performance, such as sensitivity and specificity, which in the case of studies that derive clinical prediction rules, cannot be known prior to the commencement of the study. There are also various formulae for calculating sample sizes when using logistic regression for dichotomous outcomes [30], linear regression for continuous outcomes [31] or proportional hazard models for time-to-event outcomes [32, 33]. However, as these focus on sample sizes required for a given number of predictor variables in a multivariable prediction model, these are not applicable for the subsequent phase of deriving prediction rules using contingency tables or measuring their performance using contingency tables. Our findings augment event-per-variable recommendations for binary predictors when constructing Cox regression models[34] and logistic regression models[35], by providing recommendations for sample sizes that minimise variability in outcome estimates from contingency tables.

4.4. Implications of findings
The main implication of these findings is that they provide a ‘rule of thumb’ estimate for researchers when planning studies that derive prediction rules using 2 x 2 contingency tables or measure their performance using contingency tables. Another implication for the field of subgrouping and clinical prediction rules is that inadequate sample sizes may be a reason why the performance of some prediction
rules has been difficult to replicate, especially when sample sizes used were less than 100.

This knowledge of the influence of sample size on contingency table statistics may assist researchers to adequately power studies, as existing sample size methods for studies of clinical tests require a priori knowledge of test performance that cannot be known prior to the derivation of a prediction rule. It also flags that researchers need to be aware of the extent to which differences in prevalence can, in some instances, affect contingency table-based estimates and therefore, where population prevalence estimates are available, it would be a prudent to select samples using the event-per-variable method.

We have shown that differences in prevalence can affect contingency table-based estimates, with the variability in contingency table statistics being lower in approximately 15% of cases when the prevalence was fixed. However, fixing the prevalence did not change the pattern we observed that samples of 400 to 600 were required before sample-specific variability stabilised.

The extent to which the accuracy of prediction rule performance measures can be generalised across samples with quite different background prevalences was not directly addressed in the current study. One approach to investigating that question would be to use real samples that have quite different background prevalences. Another option might be to artificially manipulate the background prevalence in simulated data (for example using the event-per-variable method to double the prevalence) but the extent to which this would mimic the results of real data is unknown.

### 5. Conclusions
Increasingly in musculoskeletal care, clinical prediction rules are being created using contingency tables to make decisions about the content of the rule, or estimate prediction rule performance using contingency table statistics. Our findings suggest that, as a broad ‘rule of thumb’ sample sizes in such studies should be n=400 or more in order to reduce excessive sample-specific variability.
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Figure legends:

Figure 1. Study flow

For each of the three cohorts

Contingency table statistics calculated for the whole cohort (sensitivity, specificity, positive and negative likelihood ratios, post-test probabilities for both a positive and negative test result, odds ratios and relative risk/prevalence ratios)

Randomly-selected samples of 100, 200, 400, 600, 1000 people etc, up to n=25% of the whole cohort

Contingency table statistics calculated for each sample

Repeated 100 times for each sample size

Graphs constructed to display the full range and median of point estimates for each contingency table statistic across sample sizes

The best population-level estimate

To estimate the variability attributable to sample-specific characteristics at a given sample size
Figure 2. Median and range of sensitivity and specificity across the different sample sizes for each of the datasets.
Figure 3: Median and range of odds ratios and risk/prevalence ratios across the different sample sizes for each of the datasets.
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Appendix Figure 1: Median and range of positive and negative likelihood ratios across the different sample sizes for each of the datasets.
Appendix Figure 2: Median and range of post-test probabilities across the different sample sizes for each of the datasets.