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\section{1. Introduction}

Goodness-of-fit tests determine if the empirical distribution of the data satisfies the assumptions of theoretical distributions. While the Gompertz distribution is routinely used as lifetime distribution in demography, biology, actuarial, and medical science, according to our best knowledge, no studies on goodness-of-fit tests for it have been published so far. However, the Gompertz distribution is a degenerate generalized extreme value distribution for the minima, and an abundance of goodness-of-fit tests exist in the literature for other extreme value distributions (see, e.g., Hosking, 1984).

In a landmark paper, Anderson–Darling (1952) developed the Anderson–Darling test that later Stephens (1977) analyzed in the context of extreme value distributions. Sinclair et al. (1990) modified the Anderson–Darling test to allow different weighting schemes that emphasize either the lower or the upper tail of the distributions.
Filliben (1975) used the Pearson correlation coefficient to check the correlation between expected statistics of a theoretical distribution and sample statistics. The correlation coefficient test was the most popular in hydrology (Vogel, 1986; Kinnison, 1989) to assess the fit of extreme value distributions.

The likelihood ratio test naturally arises to account for the differences between the Gompertz and other extreme value distributions. The generalized extreme value distribution is characterized by $\mu$, location, $\sigma$, scale, and $\xi$, shape, parameters. For $\xi = 0$, the generalized extreme value distribution reduces to the Gumbel, and the Gompertz distribution is a reversed and truncated Gumbel distribution with additional correlation between the maximum likelihood estimate of its parameters $a$ and $b$. The different parametrization of the Gompertz distribution removes it from location-scale family of distributions.

Li and Papadopoulos (2002) proposed a goodness-of-fit test using moments. The test statistic is derived from an identity for the moments, and its values are compared to the $z$-values of the standard normal distribution.

This paper will first briefly describe each of these tests and apply them to the Gompertz distribution. The final sections of the paper compare the power of the tests against alternative distributions and derive critical values of them based on Monte Carlo simulation experiments. An application of the tests to laboratory rat data is also discussed.

1.1 Properties of the Gompertz distribution

The Gompertz distribution is often applied to describe the distribution of adult lifespans by demographers (e.g., Vaupel, 1986; Doblhammer, 2000; Preston et al., 2001; Willekens, 2001; Perozek, 2008) and actuaries (Benjamin et al., 1980; Willemse and Koppehaar, 2000). It is also used to fit the mortality data of birds, mammals (Finch et al., 1990; Promislow, 1991; Witten and Satzer, 1992; Finch and Pike, 1996; Ricklefs and Scheuerlein, 2002), and sometimes invertebrates (Hirsch and Peretz, 1984; Honda and Matsuo, 1992).

The Gompertz distribution has a continuous probability density function with parameters $a$ and $b$,

$$f(x) = ae^{bx - \frac{a}{b}}(e^{bx} - 1) \quad a \geq 0, b > 0,$$

with support on $[0, \infty)$. Please see Fig. 1 for the shape of the Gompertz distribution.

Given its popularity, the Gompertz distribution is surprisingly understudied in the statistical, demographic literature. Pollard and Valkovics (1992) were the first to analyze the statistical properties of the Gompertz distribution, however their results only hold asymptotically when $a \to 0$. Exact moments of the Gompertz distribution can be derived by realizing that its moment-generating function can be represented by the generalized integro-exponential function (Milgram, 1985). Unfortunately, despite its simple looking hazard function,

$$h(x) = ae^{bx} \quad a > 0,$$

the moments of the Gompertz distribution can only be formulated in terms of special functions. The $n$th moment of a Gompertz distributed random variable $X$ is

$$E[X^n] = \frac{n!}{b^n} e^{a} E_{1}^{(a)} \left( \frac{a}{b} \right),$$

where $E_{1}^{(a)}(z) = \frac{1}{n!} \int_{1}^{\infty} (\ln x)^{n} x^{-z} e^{-zx} dx$ is the generalized integro-exponential function (Milgram, 1985). The advantage of using the generalized integro-exponential function is that it has
known power series expansion and also can be transformed to the succinct form of Meijer-G functions (Lenart, 2012).

\[
E[X^n] = \frac{n!}{b^n} e^a G_{n,n+1}^{n+1,n} \left( \frac{a}{b} \middle| 0, \ldots, 0 ; 1, \ldots, 1 \right),
\]

where the Meijer G-function is a generalized hypergeometric function. It is defined by the contour integral

\[
G_{p,q}^{m,n} \left[ z \middle| a_1, \ldots, a_m; a_{m+1}, \ldots, a_n; b_1, \ldots, b_m; b_{m+1}, \ldots, b_q \right] = \frac{1}{2\pi i} \int_C \prod_{j=1}^m \Gamma(b_j - s) \prod_{j=1}^n \Gamma(1 - a_j + s) \prod_{j=m+1}^p \Gamma(a_j - s) \frac{z^s ds}{\prod_{j=m+1}^q \Gamma(1 - b_j + s) \prod_{j=n+1}^p \Gamma(1 - b_j - s)}.
\]

along contour \( C \) (Erdélyi, 1953).

An interesting property of the Gompertz distribution is that the distribution can be truncated at any \( x \) and by rescaling the \( a \) parameter, the distribution will still yield a proper density function (Garg et al., 1970). Therefore, when studying, for example, the remaining life expectancy at \( x > 0 \), after rescaling the \( a \) parameter, the analyzed age will become the new 0.

### 1.1.1 Relation to the generalized extreme value distribution

The generalized extreme value distributions have the density function

\[
f_{\text{GEV}}(x) = \frac{1}{\sigma} \left[ 1 + \xi \left( \frac{x - m}{\sigma} \right) \right]^{-\left( \frac{1}{\xi} \right) - 1} e^{-\left[ 1 + \xi \left( \frac{x - m}{\sigma} \right) \right]^{-\frac{1}{\xi}}}, \quad x \in \mathbb{R},
\]
characterized by \( m \) location, \( \sigma \) scale and \( \xi \) shape parameters. For \( \xi := 0 \)
\[
f_{\text{Gumbel}}(x) = \frac{1}{\sigma} e^{-\left(\frac{x-m}{\sigma}\right)} e^{-e^{-\left(\frac{x-m}{\sigma}\right)}}, \quad x \in \mathbb{R},
\]
the generalized extreme value distribution degenerates into the Gumbel distribution. The Gumbel distribution is often used by hydrologists to calculate the probability of floods or extreme rainfall (e.g., Landwehr et al., 1979; Watterson and Dix, 2003). Formally, the Gompertz distribution is a special case of the Gumbel distribution for the minima, i.e., when \( x := -x \) and truncated at \( x = 0 \) with Gompertz parameters substituted as \( b = 1/\sigma \) and \( a = b \exp(-bm) \):
\[
f_{\text{Gompertz}}(x) = be^{b(x-m)+e^{-bm} - e^{b(x-m)}}, \quad x \geq 0. \quad (2)
\]
The Weibull distribution is another widespread distribution of the generalized extreme value family that is used in survival analysis (Lawless, 2011). The generalized extreme value distribution degenerates into the Weibull distribution for \( \xi < 0 \). The difference between the shape parameters govern the tail behavior of the distribution; the smaller the shape parameter, the thinner the tail is (Bali, 2003).

1.1.2 Generalization of the Gompertz distribution

A major drawback of the Gompertz distribution is that it fits only adult mortality sufficiently (Thatcher, 1999). After ages 80 or 90, the population level mortality starts to decelerate and the Gompertz hazard would overestimate the observed marginal hazard of the population. Vaupel et al. (1979) proposed to use a logistic, or gamma-Gompertz (GG), curve to provide a better fit:
\[
h_{\text{GG}}(x) = \frac{ae^{bx}}{1 + \gamma x \left(e^{bx} - 1\right)} \quad x \geq 0; \quad a, \gamma > 0
\]
to model the mortality deceleration above age 80. Here \( \tilde{\mu}(x) \) denotes the marginal hazard, or average hazard on the population level at age \( x \). This improved model not only fits the data better but also provides a rationale for the slowing pace of mortality increase. They hypothesize that each individual is born with a level of frailty that increases or decreases their hazard of dying. Frailty can be interpreted as a random variable, if it is distributed according to the gamma distribution with same shape and scale parameters, then the average frailty of the population will be equal to 1 and the coefficient of variation of the gamma distribution, denoted by \( \gamma \) will be constant at all ages. As frailest individuals are more likely to die earlier than their more robust counterparts, the observed, marginal hazard levels off and mortality seems to decelerate.

2. Goodness-of-fit tests

2.1 Correlation coefficient test

Filliben (1975) introduced the probability plot coefficient test for normal distributions. The idea of the test is to compare the ordered observations with predicted order statistics of a theoretical distribution. Let \( X_{[i]} \) denote the \( i \)th largest observed datum, \( \hat{X}_{[i]} \) the order statistic median, \( \bar{X} \) the average observation and \( \tilde{X} \) the population median, then the probability plot
The correlation coefficient is given by the Pearson correlation coefficient:

\[
r = \frac{\sum_{i=1}^{n} (X_{[i]} - \bar{X}) (\tilde{X}_{[i]} - \bar{X})}{\sqrt{\sum_{i=1}^{n} (X_{[i]} - \bar{X})^2 \sum_{i=1}^{n} (\tilde{X}_{[i]} - \bar{X})^2}}.
\]

Filliben (1975) estimated the order statistic medians from the quantile function and later the same approach was used for the Gumbel and other extreme-value distributions (Vogel, 1986; Kinnison, 1989). These approaches relied on numerical approximations to the plotting positions between the order statistics and the order statistic medians or other measures of location such as the plotting position of Gringorten (1963) which is unbiased only for the largest observation.

The correlation coefficient test can be improved by comparing the ordered observations with their expected values of a distribution. Let \( X_{(i)} \) denote the \( i \)th smallest observation, \( E[X_{(i)}] \) the expectation of it, and \( E[X] \) the expected value of the theoretical population.

### 2.1.1 Density and expected value of order statistics

The density of \( f_{(i)}(x) \) is (see, e.g., Harter, 1961)

\[
f_{(i)}(x) = \frac{n!}{(i-1)!(n-i)!} F^{i-1}(x) \left(1 - F(x)\right)^{n-i} f(x)
\]

and

\[
E[X_{(i)}] = \int_{-\infty}^{\infty} f_{(i)}(x) \, dx.
\]

The density of \( f_{(i)}(x) \) can be simplified by

\[
X_{(i)} = \Phi^{-1}\left(U_{(i)}\right),
\]

where \( U \sim U(0,1) \) and \( \Phi^{-1} \) is the quantile function of \( X \). Because

\[
f_{U_{(i)}}(x) = \frac{n!}{(i-1)!(n-i)!} x^{i-1} (1-x)^{n-i}, \quad x \in [0,1],
\]

the expected value of \( E[X_{(i)}] \) can be reformulated (Sen, 1959) as

\[
E[X_{(i)}] = \frac{n!}{(i-1)!(n-i)!} \int_{0}^{1} F^{-1}(x)x^{i-1}(1-x)^{n-i} \, dx.
\]

### 2.1.2 Correlation coefficient test for the Gompertz distribution

The correlation coefficient test has the null hypothesis

\[
H_0 : F(x) = G(x; \theta).
\]

If \( X \sim \text{Gompertz}(a, b) \), then

\[
F^{-1}(x) = \frac{1}{b} \log \left(1 - \frac{b}{a} \log(1 - x)\right), \quad a, b > 0
\]

---

1. Plotting \( X_{[i]} \) against \( M_{[i]} \) yields an approximately linear plot.
2. Note that the distribution function, \( F_{U_{(i)}}(x) \) of the \( i \)th observation of a uniform distribution would be equal to the regularized incomplete beta function, \( I_x(i, n - i + 1) \) (Abramowitz and Stegun, 1965, 26.5).
and

\[ E[X] = \frac{n!}{b(n-1)!} \int_0^1 \log \left( 1 - b \log(1 - x) \right) x^{n-i-1} dx. \]

The expected value of the population is (Missov and Lenart, 2011)

\[ E[X] = \frac{1}{b} e^{\frac{a}{b}} E_1 \left( \frac{a}{b} \right), \]

where \( E_n(z) = \int_1^\infty \exp(-zt) / t^n \, dt \) denotes the exponential integral (Abramowitz and Stegun, 1965, 5.1.4).

The estimated correlation coefficient is then

\[ \hat{r}(\hat{\theta}) = \frac{\sum_{i=1}^n (X_i - \bar{X}) \left( E[X_i; \hat{\theta}] - E[X; \hat{\theta}] \right)}{\sqrt{\sum_{i=1}^n (X_i - \bar{X})^2 \sum_{i=1}^n \left( E[X_i; \hat{\theta}] - E[X; \hat{\theta}] \right)^2}}, \]

where \( \hat{\theta} \) is the maximum likelihood estimate of \( \theta = (a, b) \). The test statistic ranges from [0, 1] and the null hypothesis is rejected if \( \hat{r} \) is lower than a critical value estimated by Monte Carlo simulations (Table 1).

### 2.2 Anderson–Darling test

The Anderson and Darling (1952) test is based on the difference between the empirical and the theoretical distribution function \( F(x) \) and \( G(x) \),

\[ W^2 = n \int_{-\infty}^{\infty} \left[ F(x) - G(x) \right]^2 \psi(x) \, dG(x), \]

where \( \psi(x) \) is a weight function. As Anderson and Darling (1952, p. 194) notes, for \( \psi(x) := 1 \) \( W^2 \) will be the same as the Cramér-von Mises test statistic

\[ T = \frac{1}{12n} + \sum_{i=1}^n \left\{ \frac{2i - 1}{2n} - G[X_i] \right\}^2, \]

where \( X_i \) is the \( i \)th smallest observation (Stephens, 1974). Other weight functions are also used to test the goodness-of-fit of extreme value distributions (e.g., Stephens, 1977), most notably \( \psi(x) := \left(G(x) [1 - G(x)]\right)^{-1} \) that gives the Anderson–Darling test statistic (Shin et al., 2011)

\[ A^2 = n \int_{-\infty}^{\infty} \frac{[F(x) - G(x)]^2}{G(x) [1 - G(x)]} \, dG(x) \]

\[ = -n - \frac{1}{n} \sum_{i=1}^n (2i - 1) \left\{ \log G(X_i) + \log [1 - G(X_{n-i+1})] \right\} \tag{4} \]

### 2.2.1 Extensions of the Anderson–Darling test

For testing the mortality of heterogeneous populations, the modified Anderson–Darling test statistic (Sinclair et al., 1990) is of interest. It attributes a different weight function for the upper and the lower tail

\[ AU^2 = n \int_{-\infty}^{\infty} \frac{[F(x) - G(x)]^2}{1 - G(x)} \, dG(x) \]
Table 1. Correlation coefficient statistic. Empirical critical values of the correlation coefficient statistic.

<table>
<thead>
<tr>
<th>n</th>
<th>a = 0.000001</th>
<th>a = 0.0001</th>
<th>a = 0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b = 0.08</td>
<td>b = 0.10</td>
<td>b = 0.12</td>
</tr>
<tr>
<td>25</td>
<td>0.10</td>
<td>0.9576</td>
<td>0.9576</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9462</td>
<td>0.9462</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9160</td>
<td>0.9160</td>
</tr>
<tr>
<td>50</td>
<td>0.10</td>
<td>0.9730</td>
<td>0.9730</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9652</td>
<td>0.9651</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9422</td>
<td>0.9419</td>
</tr>
<tr>
<td>75</td>
<td>0.10</td>
<td>0.9796</td>
<td>0.9795</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9734</td>
<td>0.9734</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9548</td>
<td>0.9545</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>0.9833</td>
<td>0.9833</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9782</td>
<td>0.9782</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9627</td>
<td>0.9625</td>
</tr>
<tr>
<td>150</td>
<td>0.10</td>
<td>0.9875</td>
<td>0.9875</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9837</td>
<td>0.9836</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9721</td>
<td>0.9718</td>
</tr>
<tr>
<td>200</td>
<td>0.10</td>
<td>0.9896</td>
<td>0.9896</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9865</td>
<td>0.9865</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9774</td>
<td>0.9772</td>
</tr>
<tr>
<td>300</td>
<td>0.10</td>
<td>0.9904</td>
<td>0.9905</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.9882</td>
<td>0.9882</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.9819</td>
<td>0.9817</td>
</tr>
</tbody>
</table>

\[ a = 0.1 \]

\[
= \frac{n}{2} - 2 \sum_{i=1}^{n} G(X(i)) - \sum_{i=1}^{n} \left(2 - \frac{2i - 1}{n}\right) \log \left[1 - G(X(i))\right] \tag{5}
\]

and

\[
AL^2 = n \int_{-\infty}^{\infty} \frac{[F(x) - G(x)]^2}{G(x)} \, dG(x) \leq -\frac{3n}{2} + 2 \sum_{i=1}^{n} G(X(i)) - \sum_{i=1}^{n} \frac{2i - 1}{n} \log G(X(i)), \tag{6}
\]
respectively. In a model where individuals have different levels of frailty (Vaupel et al., 1979) that acts multiplicatively on their baseline level of mortality, there would be more robust individuals (lower level of frailty) that would deviate in the upper tail from the homogeneous (all individuals having the same frailty) distribution.

### 2.2.2 Anderson–Darling test for the Gompertz distribution

As previously, the null hypothesis of the Anderson–Darling test is

$$H_0 : F(x) = G(x; \theta).$$

In case of the Gompertz distribution, \(\theta = (a, b)\). By substituting

$$G(x; a, b) = 1 - e^{-\frac{b}{a} (e^{ax} - 1)}$$

in either (4), (5), or (6), the Anderson–Darling test statistic is immediately given. Large values of the statistic reject the null hypothesis. The critical values are defined by Monte Carlo simulations (Table 2).

### 2.3 Moments test for the Gompertz distribution

An interesting, yet not very popular, goodness-of-fit test using moments was suggested by Li and Papadopoulos (2002). Suppose \(X_1, \ldots, X_n\) are i.i.d. random variables characterized by a c.d.f. \(F(x)\). We test a null hypothesis

$$H_0 : F \text{ belongs to a parametric family } F_\theta, \ \theta \in \Theta$$

Suppose the \(k\)-th \((k \in \mathbb{N})\) moment \(m_k = \int x^k dF_\theta(x)\) of \(F_\theta\) exists and

$$g(m_1, \ldots, m_k) = 0 \quad \forall \theta \in \Theta$$

for some function \(g\). Then

$$\sqrt{n} g(\hat{m}_1, \ldots, \hat{m}_k) \to_d N(0, V(\theta))$$

\(\hat{m}_i = \sum_{j=1}^n X_i^j/n\) denotes the sample moment of order \(i\) \((i = 1, \ldots, k)\) and

$$V(\theta) = \nabla g(m_1, \ldots, m_k)^T \Sigma \nabla g(m_1, \ldots, m_k),$$

where \(\Sigma = ||\sigma_{ij}||_{i,j=1}^n\) has elements \(\sigma_{ij} = m_{i+j} - m_i m_j\) and \(\nabla g(m_1, \ldots, m_k)\) denotes the gradient of \(g\). We can choose \(g(x, y, z) = z - 3xy + x^3\) and construct the following statistic:

$$T = \frac{\sqrt{n} (\hat{m}_3 - 3\hat{m}_1 \hat{m}_2 + 2\hat{m}_1^3)}{\sqrt{V(\hat{a}, \hat{b})}} \to_{n \to \infty} N(0, 1),$$

where \(\hat{a}\) and \(\hat{b}\) are the maximum likelihood estimates of the Gompertz parameters. For \(m_i,\ i = 1, \ldots, 6\), we use the expressions calculated in Lenart (2012).

### 2.4 Nested test against the truncated generalized extreme value distribution for the minima

Let \(f_{GEV}(x)\) be truncated at \(x = 0\) (Elandt-Johnson, 1976), then

$$f_{tGEV}(x) = \frac{1}{\sigma} \left[1 + \xi \frac{(-x - m)}{\sigma}\right]^{-\frac{1}{\xi} - 1} \exp \left\{ \left(1 - \frac{m}{\sigma}\right)^{-\frac{1}{\xi}} - \left[1 + \xi \frac{(-x - m)}{\sigma}\right]^{-\frac{1}{\xi}}\right\}$$ (7)
<table>
<thead>
<tr>
<th>( n )</th>
<th>( a = 0.00001 )</th>
<th>( a = 0.0001 )</th>
<th>( a = 0.01 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( b = 0.08 )</td>
<td>( b = 0.10 )</td>
<td>( b = 0.12 )</td>
</tr>
<tr>
<td>25</td>
<td>0.6262</td>
<td>0.6263</td>
<td>0.6261</td>
</tr>
<tr>
<td></td>
<td>0.7428</td>
<td>0.7431</td>
<td>0.7428</td>
</tr>
<tr>
<td></td>
<td>1.0098</td>
<td>1.0097</td>
<td>1.0096</td>
</tr>
<tr>
<td>50</td>
<td>0.6299</td>
<td>0.6300</td>
<td>0.6299</td>
</tr>
<tr>
<td></td>
<td>0.7491</td>
<td>0.7491</td>
<td>0.7487</td>
</tr>
<tr>
<td></td>
<td>1.0213</td>
<td>1.0219</td>
<td>1.0213</td>
</tr>
<tr>
<td>75</td>
<td>0.6315</td>
<td>0.6315</td>
<td>0.6311</td>
</tr>
<tr>
<td></td>
<td>0.7513</td>
<td>0.7513</td>
<td>0.7505</td>
</tr>
<tr>
<td></td>
<td>1.0258</td>
<td>1.0267</td>
<td>1.0263</td>
</tr>
<tr>
<td>100</td>
<td>0.6323</td>
<td>0.6322</td>
<td>0.6319</td>
</tr>
<tr>
<td></td>
<td>0.7522</td>
<td>0.7526</td>
<td>0.7523</td>
</tr>
<tr>
<td></td>
<td>1.0286</td>
<td>1.0288</td>
<td>1.0298</td>
</tr>
<tr>
<td>150</td>
<td>0.6328</td>
<td>0.6328</td>
<td>0.6325</td>
</tr>
<tr>
<td></td>
<td>0.7529</td>
<td>0.7529</td>
<td>0.7530</td>
</tr>
<tr>
<td></td>
<td>1.0305</td>
<td>1.0311</td>
<td>1.0296</td>
</tr>
<tr>
<td>200</td>
<td>0.6330</td>
<td>0.6331</td>
<td>0.6334</td>
</tr>
<tr>
<td></td>
<td>0.7536</td>
<td>0.7539</td>
<td>0.7539</td>
</tr>
<tr>
<td></td>
<td>1.0309</td>
<td>1.0298</td>
<td>1.0318</td>
</tr>
<tr>
<td>300</td>
<td>0.6334</td>
<td>0.6338</td>
<td>0.6333</td>
</tr>
<tr>
<td></td>
<td>0.7539</td>
<td>0.7547</td>
<td>0.7543</td>
</tr>
<tr>
<td></td>
<td>1.0324</td>
<td>1.0321</td>
<td>1.0321</td>
</tr>
<tr>
<td>500</td>
<td>0.6333</td>
<td>0.6335</td>
<td>0.6333</td>
</tr>
<tr>
<td></td>
<td>0.7543</td>
<td>0.7544</td>
<td>0.7543</td>
</tr>
<tr>
<td></td>
<td>1.0325</td>
<td>1.0331</td>
<td>1.0326</td>
</tr>
<tr>
<td>1000</td>
<td>0.6337</td>
<td>0.6338</td>
<td>0.6342</td>
</tr>
<tr>
<td></td>
<td>0.7546</td>
<td>0.7547</td>
<td>0.7554</td>
</tr>
<tr>
<td></td>
<td>1.0333</td>
<td>1.0340</td>
<td>1.0329</td>
</tr>
</tbody>
</table>
### Table 3. Alternative distributions. Density and support of alternative distributions.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Density</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull(x; a, b)</td>
<td>( \frac{\gamma}{\beta (\frac{x}{\beta})^{\gamma-1}} \exp(-\frac{x}{\beta}) )</td>
<td>([0, \infty))</td>
</tr>
<tr>
<td>Log-normal(x; μ, σ)</td>
<td>( \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\log(x) - \mu)^2}{2\sigma^2}} )</td>
<td>((0, \infty))</td>
</tr>
<tr>
<td>Normal(x; μ, σ)</td>
<td>( \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} )</td>
<td>((-\infty, \infty))</td>
</tr>
<tr>
<td>Truncated Normal(x; μ, σ, α, β)</td>
<td>( \phi(x; \mu, \sigma) / [\Phi(\beta, \mu, \sigma) - \Phi(\alpha, \mu, \sigma)] )</td>
<td>([\alpha, \beta])</td>
</tr>
<tr>
<td>Logistic(x; μ, σ)</td>
<td>( \frac{1}{\sigma} e^{\frac{x\mu}{\sigma}} \left(1 + e^{\frac{x\sigma}{\mu}}\right)^{-2} )</td>
<td>((-\infty, \infty))</td>
</tr>
<tr>
<td>Log-logistic(x; a, b)</td>
<td>( \frac{\beta (\frac{x}{\beta})^{\beta-1}}{\left[1 + (\frac{x}{\beta})^\beta\right]^2} )</td>
<td>([0, \infty))</td>
</tr>
<tr>
<td>Inverse Gaussian(x; μ, λ)</td>
<td>( \frac{1}{\sigma \Gamma(\frac{1}{\lambda})} x^{\lambda-1} e^{-\frac{x}{\sigma}} )</td>
<td>((0, \infty))</td>
</tr>
<tr>
<td>Gamma(x; k, σ)</td>
<td>( \frac{1}{\Gamma(k)} x^{k-1} e^{-\frac{x}{\sigma}} )</td>
<td>((0, \infty))</td>
</tr>
<tr>
<td>Gamma–Gompertz(x; a, b, γ)</td>
<td>( \frac{\gamma}{\beta (e^{\beta x} - 1)} \left[1 + \frac{\gamma}{\beta} (e^{\beta x} - 1)\right] - \frac{1}{\gamma} )</td>
<td>([0, \infty))</td>
</tr>
</tbody>
</table>

*φ(·) and \( \Phi(·) \) denote the normal density and distribution functions, respectively.

is the density function of the truncated generalized extreme value distribution for the minima with support on \([0, \infty)\), where \( m \) is the location, \( \xi \) is the shape, and \( \sigma \) is the scale parameter.

To test whether the Gompertz distribution fits the data as well as the truncated generalized extreme value distribution for the minima,

\[ H_0 : \xi = 0 \]

a likelihood ratio test is employed

\[ -2 \log \frac{L \left(g(x; \hat{a}, \hat{b})\right)}{L \left(f_{\text{GEV}}(x; \hat{a}, \hat{b}, \hat{\xi})\right)} \sim \chi^2(1), \]

where \( L(\cdot) \) denotes the likelihood function and \( g(\cdot) \) the Gompertz distribution. The likelihood ratio is evaluated at the maximum likelihood estimates of the two log-likelihood functions and by Wilks (1938) the limiting distribution of the likelihood ratio test statistic is the \( \chi^2 \) distribution with degrees of freedom equal to the number of constraints under the null hypothesis.

### 3. Power of the tests

To compare the tests, \( n = 50 \) and \( n = 200 \) samples were simulated from alternative distributions repeated 50,000 times each. For the density and support of the alternative distributions please see Table 3. These alternative distributions were Weibull, log-normal, normal, logistic, gamma, and GG distributions. As the main application area of the Gompertz distribution is the analysis of life times, two sets of parameter values of the alternatives were each chosen as likely parameters describing current human longevity distributions with modal age at death and life expectancy (i.e., expected value) either about 80–85 years (Canudas-Romo, 2000) or remaining life expectancy of about 5 years and Gompertz \( b \) parameter 0.1–0.13 (Canudas-Romo, 2000; Barbi, 2003). The former case might correspond to a 0 starting age of observation and it is termed negatively skewed Gompertz in Tables 4 and 5. The latter case might rather describe situations when the youngest observed individual is 85 years old and the corresponding power comparisons can be found under positively skewed Gompertz in Tables 4 and 5.
Table 4. Small sample power comparisons. Power of the goodness-of-fit statistics against alternative distributions with \( n = 50, \alpha = 0.05 \).

<table>
<thead>
<tr>
<th>Alternatives for a negatively skewed Gompertz distribution</th>
<th>( r )</th>
<th>AD</th>
<th>M</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull(10,80)</td>
<td>0.0497</td>
<td>0.0934</td>
<td>0.0974</td>
<td>0.0982</td>
</tr>
<tr>
<td>Log-normal(4,4,0.01)</td>
<td>0.4793</td>
<td>0.7855</td>
<td>0.3214</td>
<td>0.3965</td>
</tr>
<tr>
<td>Normal(80,10)</td>
<td>0.5147</td>
<td>0.5524</td>
<td>0.3791</td>
<td>0.4014</td>
</tr>
<tr>
<td>Logistic(80,5)</td>
<td>0.4895</td>
<td>0.6870</td>
<td>0.4011</td>
<td>0.4534</td>
</tr>
<tr>
<td>Log-logistic(81,15)</td>
<td>0.7697</td>
<td>0.9999</td>
<td>0.6711</td>
<td>0.6828</td>
</tr>
<tr>
<td>Inverse Gaussian(81,4554)</td>
<td>0.8264</td>
<td>0.8392</td>
<td>0.6721</td>
<td>0.6983</td>
</tr>
<tr>
<td>Gamma(71,1,1)</td>
<td>0.6863</td>
<td>0.7390</td>
<td>0.2710</td>
<td>0.5747</td>
</tr>
<tr>
<td>Gamma-Gompertz(0.001,0.1,0.2)</td>
<td>0.0892</td>
<td>0.0836</td>
<td>0.0869</td>
<td>0.0955</td>
</tr>
<tr>
<td>Gompertz(0.0002,0.12)</td>
<td>0.2632</td>
<td>0.0522</td>
<td>0.0571</td>
<td>0.0516</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Alternatives for a positively skewed Gompertz distribution</th>
<th>( r )</th>
<th>AD</th>
<th>M</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull(1,5,6)</td>
<td>0.2591</td>
<td>0.2274</td>
<td>0.2481</td>
<td>0.2733</td>
</tr>
<tr>
<td>Truncated Normal(3,6,0,( \infty ))</td>
<td>0.0943</td>
<td>0.0621</td>
<td>0.0661</td>
<td>0.0558</td>
</tr>
<tr>
<td>Inverse Gaussian(6,1,6)</td>
<td>0.9950</td>
<td>0.9734</td>
<td>0.8645</td>
<td>0.0150</td>
</tr>
<tr>
<td>Log-logistic(5,1,8)</td>
<td>0.9958</td>
<td>0.7845</td>
<td>0.9776</td>
<td>1.0000</td>
</tr>
<tr>
<td>Gamma(1,5,0.25)</td>
<td>0.3102</td>
<td>0.2124</td>
<td>0.1774</td>
<td>0.1745</td>
</tr>
<tr>
<td>Gamma-Gompertz(0.1,0,1,0,2)</td>
<td>0.1048</td>
<td>0.0604</td>
<td>0.0579</td>
<td>0.0002</td>
</tr>
<tr>
<td>Gompertz(0.1,0,1)</td>
<td>0.0512</td>
<td>0.0531</td>
<td>0.0506</td>
<td>0.0305</td>
</tr>
</tbody>
</table>

The Weibull distribution is an asymmetric distribution often used in survival analysis and reliability engineering. The mode of Weibull(10,80) is 79.2 with fitted Gompertz \( b \approx 0.125 \). The expected value of Weibull(1.5,6) that corresponds to the positively skewed Gompertz case is 5.4.

The log-normal distribution is also asymmetrical and used as a statistical model for life times (Lawless, 2011). The modal age at death in a log-normal(4.4,0.01) life time distribution would be about 81.4 and estimate of Gompertz \( b \approx 0.11 \). As its density function is not likely to characterize an observed density of a positively skewed Gompertz distribution, it was dropped from the list of alternatives to test the power of positively skewed Gompertz distributions.

Adult life times were often assumed to follow a normal distribution (Véron and Rohrbasser (2003) citing Wilhelm Lexis) with standard deviation 9.3 (Ediev (2012) citing Wilhelm Lexis).

Table 5. Larger sample power comparisons. Power of the goodness-of-fit statistics against alternative distributions with \( n = 200, \alpha = 0.05 \).

<table>
<thead>
<tr>
<th>Alternatives for a negatively skewed Gompertz distribution</th>
<th>( r )</th>
<th>AD</th>
<th>M</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull(10,80)</td>
<td>0.1460</td>
<td>0.2843</td>
<td>0.3542</td>
<td>0.5149</td>
</tr>
<tr>
<td>Log-normal(4,4,0.01)</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.6813</td>
<td>0.9491</td>
</tr>
<tr>
<td>Normal(80,10)</td>
<td>0.9863</td>
<td>0.9950</td>
<td>0.5631</td>
<td>0.9687</td>
</tr>
<tr>
<td>Logistic(80,5)</td>
<td>0.9634</td>
<td>0.9983</td>
<td>0.4773</td>
<td>0.9676</td>
</tr>
<tr>
<td>Log-logistic(81,15)</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9396</td>
<td>0.9879</td>
</tr>
<tr>
<td>Inverse Gaussian(81,4554)</td>
<td>0.9679</td>
<td>1.0000</td>
<td>0.8013</td>
<td>0.9873</td>
</tr>
<tr>
<td>Gamma(71,1,1)</td>
<td>0.9999</td>
<td>0.9089</td>
<td>0.8129</td>
<td>0.9632</td>
</tr>
<tr>
<td>Gamma-Gompertz(0.001,0.1,0.2)</td>
<td>0.0287</td>
<td>0.3009</td>
<td>0.3939</td>
<td>0.2692</td>
</tr>
<tr>
<td>Gompertz(0.0002,0.12)</td>
<td>0.0484</td>
<td>0.0518</td>
<td>0.0573</td>
<td>0.0590</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Alternatives for a positively skewed Gompertz distribution</th>
<th>( r )</th>
<th>AD</th>
<th>M</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull(1,5,6)</td>
<td>0.6825</td>
<td>0.8286</td>
<td>0.7451</td>
<td>0.8737</td>
</tr>
<tr>
<td>Truncated Normal(3,6,0,( \infty ))</td>
<td>0.1785</td>
<td>0.1313</td>
<td>0.1243</td>
<td>0.1622</td>
</tr>
<tr>
<td>Inverse Gaussian(6,1,6)</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9182</td>
<td>0.1801</td>
</tr>
<tr>
<td>Log-logistic(5,1,8)</td>
<td>0.9995</td>
<td>0.9999</td>
<td>0.9648</td>
<td>1.0000</td>
</tr>
<tr>
<td>Gamma(1,5,0.25)</td>
<td>0.6999</td>
<td>0.7851</td>
<td>0.6465</td>
<td>0.6682</td>
</tr>
<tr>
<td>Gamma-Gompertz(0.1,0,1,0,2)</td>
<td>0.1722</td>
<td>0.0802</td>
<td>0.0731</td>
<td>0.0688</td>
</tr>
<tr>
<td>Gompertz(0.1,0,1)</td>
<td>0.0502</td>
<td>0.0512</td>
<td>0.0521</td>
<td>0.0567</td>
</tr>
</tbody>
</table>
and modal age at death 80 for modern populations. However, in the case a positively skewed Gompertz distribution as the support of the normal distribution is on $(-\infty, \infty)$, a significant portion of a likely alternative normal distribution’s probability density would be on the negative axis. Therefore, instead of the normal distribution, a truncated normal distribution from below at 0 was used as an alternative.

The logistic distribution is often cited as the observed shape of the hazard function in many biological studies (Wilson, 1994) and logistic (80,5) yield a similar but less dispersed distribution of life times as the normal (80,10). However, similarly to the normal distribution, it has support on the whole real axis and cannot be used as an alternative for the positively skewed Gompertz case.

The log-logistic and inverse Gaussian distributions are also sometimes used as survival distributions (Folks and Chhikara, 1978; Bennett, 1983). The log-logistic(81,15), log-logistic(5,1.8), inverse Gaussian(81,4554), and inverse Gaussian(6,1.6) distributions have a modal value of 80.3, 2.5, 81, and 5, respectively.

The gamma distribution has a flexible shape and is also used as a life time distribution (Lawless, 2011) with gamma (71,1.1) giving modal longevity of 77 and fitted Gompertz $b$ parameter $\approx 0.12$. The modal value of gamma (1.5,0.25) is 0.125. The GG distribution (Vaupel et al., 1979) is a generalized form of the Gompertz distribution with a logistic shape of the hazard. A GG (0.001,0.1,0.2) correspond to the distribution of remaining lifespan of modern populations at about age 70 (Missov, 2013). The GG (0.1,0.1,0.2) relate to the remaining life time of current populations at about age 85. Note that the normal and the logistic distributions are the only symmetric distributions among the alternatives for the power comparison.

The most powerful test was the Anderson–Darling test for all except the Weibull and the GG distributions. Not surprisingly, the likelihood ratio test was the best to identify the differences between the Gompertz and the Weibull distribution and was also effective against the GG distribution. The modified Anderson–Darling test, with emphasis on the upper tail of the distribution could distinguish between Gompertz and GG distributions 12% of the samples of size 50.

The rejection rate of the tests increases for larger samples with the exception of the test for the sample mean. It seems that the most powerful tests for the Gompertz distribution are the Anderson–Darling and the correlation coefficient tests, especially if they tests against a less related distribution (log-normal, normal, logistic, or gamma). If the test is against a related distribution such as Weibull or GG, the efficiency of all tests drop. Against the Weibull distribution, the likelihood ratio against the generalized extreme value distribution works the best, its efficiency is lower for the GG model as the test is not explicitly against it. When the alternative is a positively skewed Weibull distribution, all of the tests perform better. It is more difficult to evaluate the power of the likelihood ratio test against non extreme value distributions. It has a relatively high rejection rate against all of the other distribution but it is not an appropriate test against them as they are not members of the family of extreme value distributions. It is especially apparent against the test of inverse Gaussian(6,1.6). The moments test performs best in the Weibull and GG cases, yet has the weakest power in all other settings.

4. Application: Goodness-of-fit to laboratory rat data

The goodness-of-fit tests defined above can be readily used to check if empirical data is Gompertz distributed. As an example, individual life span data of rats will be used. The analyzed data was collected by Vladimir N. Anisimov at the N.N. Petrov Research Institute of Oncology, St. Petersburg, Russia, to test carcinogenicity and it is now published in
the Biodemographic Database (BDB). Here we will use only the rats in the control group, \( n = 51 \) females and \( n = 46 \) males. The data is fully observed and the number of survivors was recorded every day. Please see Fig. 2 for the estimated hazard and the Kaplan–Meier survival function and Table 6 for descriptive statistics of the dataset. The hazard estimation was carried out by the same varying kernel width estimation procedure as mentioned earlier. The Gompertz fit to the data show very wide confidence intervals which were estimated by the delta method.

The goodness-of-fit statistics in general do not reject the null hypothesis that both the distribution of death of both the male and the female rats is Gompertz (Table 7). While the maximum likelihood estimate of \( a \) of the male rats is higher than \( \hat{a} \) of the female rats, the estimated daily rate of aging parameter, \( \hat{b} \) is lower, leading to a cross-over of mortality later in life (Fig. 2). This result is corroborated by the non parametric estimates. However, because of the low sample size, the confidence bands are very wide. In spite of that, by looking at the goodness-of-fit statistics and their respective critical values in the Appendix, it can be seen

Table 6. Rat survival. Descriptive statistics of life spans of 51 female and 46 male rats (days).

<table>
<thead>
<tr>
<th>Sex</th>
<th>( n )</th>
<th>Min</th>
<th>( q_1 )</th>
<th>( \tilde{x} )</th>
<th>( \widetilde{x} )</th>
<th>( q_3 )</th>
<th>Max</th>
<th>( s )</th>
<th>IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>51</td>
<td>192.5</td>
<td>477.0</td>
<td>649.5</td>
<td>603.2</td>
<td>729.0</td>
<td>891.5</td>
<td>177.9</td>
<td>252</td>
</tr>
<tr>
<td>Male</td>
<td>46</td>
<td>185.5</td>
<td>399.5</td>
<td>604.0</td>
<td>559.1</td>
<td>747.5</td>
<td>893.5</td>
<td>219.4</td>
<td>348</td>
</tr>
</tbody>
</table>

Table 7. Goodness-of-fit of the rat data. Calculated Gompertz goodness-of-fit test statistics to the dataset of 51 female and 46 male rats (in parentheses the associated \( p \)-values).

<table>
<thead>
<tr>
<th>Sex</th>
<th>( \hat{a} )</th>
<th>( \hat{b} )</th>
<th>( \bar{\mu}_{a=0.01} )</th>
<th>( r )</th>
<th>AD</th>
<th>M</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>( 5.7 \times 10^{-5} )</td>
<td>0.007</td>
<td>(-0.0014)–(-0.0029)</td>
<td>0.991</td>
<td>0.384</td>
<td>(-1.149)</td>
<td>0.895</td>
</tr>
<tr>
<td>Male</td>
<td>( 1.9 \times 10^{-3} )</td>
<td>0.005</td>
<td>(-0.00012)–(-0.0034)</td>
<td>0.983</td>
<td>0.55</td>
<td>(-0.833)</td>
<td>2.165</td>
</tr>
</tbody>
</table>
that the null is not rejected either by the Anderson–Darling (0.384 < 0.63 and 0.55 < 0.62) and the correlation coefficient (0.991 > 0.973 and 0.983 > 0.976) test statistics at $\alpha = 0.1$. The likelihood ratio test also confirms that the Gompertz distribution fits the data as well as the generalized extreme value distribution (its shape parameter equals to 0) at $\alpha = 0.1$ for both females (0.895 < 2.71) and males (2.165 < 2.71). The moments test similarly does not reject the null with $M = -1.149$ ($p = 0.251$) and $M = -0.833$ ($p = 0.405$) for females and males, respectively.

5. Discussion

The comparison of the power of the tests show that the Anderson–Darling statistic is the most powerful in rejecting the null that the empirical distribution comes from the Gompertz distribution when it was simulated from an alternative distribution. The Anderson–Darling statistic implemented by its computing formula is also the simplest and the quickest to run, and an important advantage of it is that for low values of $a$, the distribution of the statistic is independent from the Gompertz $a$ and $b$ parameters.

The correlation coefficient test also efficiently refutes other alternative distributions, however, when the alternative distribution is closely related to the Gompertz, such as in the case of Weibull and GG distributions, the power of the correlation coefficient test drops. As Legates and McCabe (1999) noted, the tests based on correlation are overly sensitive to outliers and insensitive to proportional differences between the expected and the observed values.

Juxtaposed with the results for the Gumbel distribution (Pérez-Rodríguez et al., 2009), the Kullback–Leibler test, not shown here, performs unexpectedly poorly relative to the other tests. The main disadvantage of the Kullback–Leibler test lies in the estimation of the sample entropy. The critical values obtained by the numerical procedure of Song (2002) vary substantially from dataset to dataset with similar sample sizes.

The likelihood ratio test is a powerful test when the alternative distribution is from the generalized extreme value family. A positive externality of the test is that the shape parameter of the generalized extreme value distribution, $\xi$ has to be estimated during the testing procedure. If $\xi < 0$ and the likelihood ratio at the chosen significance level rejects the null hypothesis that $\xi = 0$, than the empirical distribution can be better fitted by a Weibull distribution than by a Gompertz. If $\xi > 0$, the empirical distribution is more likely to be Fréchet-type than Gompertz (Jenkinson, 1955).

Acknowledgments

The authors wish to thank Ulrich Halekoh and the anonymous reviewers for helpful comments that led to a significant improvement of the paper.

Appendix. Empirical critical values

The Gompertz distribution is a truncated Gumbel distribution for the minima. The Gumbel distribution is a member of the location-scale family of distributions, therefore its test statistics are independent of the location or scale parameters and simple Monte Carlo methods yield unbiased empirical critical values (Pérez-Rodríguez et al., 2009). However, as the Gompertz distribution is truncated from below at 0, its parameters are negatively correlated (Strehler and Mildvan, 1960; Lestienne, 1988) and it ceases to come from the location-scale family. Simply sampling from the distribution function would give biased critical values for
the test statistics. In this case, the distribution of the test statistic should be simulated “after replacing the nuisance parameters by a consistent point estimate” (Dufour, 2006, 446) such as the maximum likelihood estimate.

Therefore, empirical critical values were calculated by parametric bootstrapping (Hall, 1992) where $N^* = 7,000$ samples were drawn from the Gompertz distribution for each combination of $a = \{0.000001, 0.001, 0.01, 0.1, 0.2\}$, $b = \{0.08, 0.1, 0.12, 0.14\}$, and sample size $n = \{50, 75, 100, 150, 200, 300, 500, 1000\}$. Following a maximum likelihood estimation to each sample, $NB^* = 1,000$ samples were simulated from $Gompertz(\hat{a}, \hat{b})$ with the fitted parameters $\hat{a}$ and $\hat{b}$ and their respective correlation coefficient and Anderson–Darling test statistics were calculated. Finally, the empirical critical values of the test statistics were calculated as the means of the $(1 - \alpha)$-quantiles of the test statistics. Algorithm 1 shows the structure of the simulations in pseudocode.

The empirical critical values show that the distribution of the test statistics are independent of parameter $b$ when parameter $a$ is relatively small compared to it as in this case the Gompertz distribution behaves as a Gumbel distribution for the minima. However, when parameter $a$ becomes large relative to parameter $b$, the distribution of the test statistics depend on both parameters.

\begin{algorithm}
\caption{Calculation of empirical critical values by parametric bootstrapping}
\begin{algorithmic}
\Require $n > 0, a > 0, b \in \mathbb{R}, 0 < \alpha < 1, N^* > 0, NB^* > 0$
\Define vector of $n, a, b, \alpha, N = 0$ and $NB = 0$
\For {each $n$}
\For {each $a$}
\For {each $b$}
\Repeat
\State simulate $Gompertz(a, b)$ of size $n$
\State Fit $Gompertz(a, b)$ by ML and obtain MLEs $\hat{a}$ and $\hat{b}$
\Repeat
\State simulate $Gompertz(\hat{a}, \hat{b})$ of size $n$
\State calculate $r$ and $AD$
\State $NB \leftarrow NB + 1$
\Until $NB = NB^*$
\State $c_{r,n,a,b,\alpha,N} \leftarrow (1 - \alpha)$-quantile of $r_{n,a,b}$
\State $c_{AD,n,a,b,\alpha,N} \leftarrow (1 - \alpha)$-quantile of $AD_{n,a,b}$
\State $N \leftarrow N + 1$
\Until $N = N^*$
\For {each $\alpha$}
\State $c_{r,n,a,b,\alpha} \leftarrow \frac{1}{N} \sum_{i=1}^{N} c_{r,n,a,b,\alpha,N}$
\State $c_{AD,n,a,b,\alpha} \leftarrow \frac{1}{N} \sum_{i=1}^{N} c_{AD,n,a,b,\alpha,N}$
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}
A.1 Critical values of the correlation coefficient statistic
For sample sizes over 300, the critical values of the correlation coefficient statistic was omitted as the numerical computation of the statistic is not entirely reliable as it requires to calculate high values of factorials. In practice, the $\frac{n!}{b(i-1)!(n-i)!}$ term can be more efficiently calculated by $\frac{1}{\beta(i, (n-i+1))}$ as the beta function can be counted until higher values than the factorials separately. For even larger samples, the samples can be drawn from the quantile function by (3) by noting that the rank percentiles (rank of the observation divided by sample size +1) are also bounded by 0 and 1 (see, e.g., Kinnison, 1989).

A.2 Critical values of the Anderson–Darling statistic
Please note that the Anderson–Darling statistics are stable over all low values of $\hat{a}$ and increasing by $\hat{a}$. The critical values also increase slightly as the sample size increases. Similar trend was found by Shin et al. (2011) for the modified Anderson–Darling test.
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