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ABSTRACT
Software development consists to a large extend of human-based processes with continuously increasing demands regarding interdisciplinary team work. Understanding the dynamics of software teams can be seen as highly important to successful project execution. Hence, for future project managers, knowledge about non-technical processes in teams is significant. In this paper, we present a course unit that provides an environment in which students can learn and experience the impact of group dynamics on project performance and quality. The course unit uses the Tuckman model as theoretical framework, and borrows from controlled experiments to organize and implement its practical parts in which students then experience the effects of, e.g., time pressure, resource bottlenecks, staff turnover, loss of key personnel, and other stress factors. We provide a detailed design of the course unit to allow for implementation in further software project management courses. Furthermore, we provide experiences obtained from two instances of this unit conducted in Munich and Karlskrona with 36 graduate students. We observed students building awareness of stress factors and developing counter measures to reduce impact of those factors. Moreover, students experienced what problems occur when teams work under stress and how to form a performing team despite exceptional situations.

Categories and Subject Descriptors
D.2.9 [Software Engineering Management]: Life cycle, Productivity, Software quality assurance
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1. INTRODUCTION
Software Engineering is an interdisciplinary field and thus requires educating students in a way that enables them to efficiently and effectively work in interdisciplinary teams. Especially in agile software development, the team has become that unit ensuring a project’s success by applying self-organization, fast communication, and close collaboration [18]. Therefore, it is essential to not only teach students the Software Engineering basics, such as software design, implementation, integration, or test, but also to build awareness of how software is developed in teams, and what fosters and what compromises software projects beyond the technical aspects. A number of studies analyze for instance the impact of team structure [31], team members’ personality [5,14], or soft factors in general [27] on the team performance. Team performance, among other things, influences cost and quality of the product under development [12], and project managers must also consider the relation of teams and project risks [15,29]. That makes understanding of how teams are formed and how they work (including all the “bad” things that can happen) an important topic in Software Engineering education.

However, project management is hard to teach: The basic knowledge is taught in class and then students practice selected project management techniques in exercises, labs, or smaller projects. Yet, even though considered of high practical value, those projects also have the goal to deliver some software to (external) clients, i.e., there is a certain pressure to deliver code, which builds the common ground for the teams, but also shifts the focus to coding and away from other activities, such as collaboration, documentation, or learning from failures. Hence, students have little opportunities to experience the real stress factors that make project managers suffer; or even make projects fail. This makes software project management as a subject fairly abstract, even though teachers quite often have extensive knowledge to share.

Problem Statement & Objective. Project management as part of Software Engineering education is often taught on a fairly abstract level delivering fundamental knowledge about, e.g., organization and planning activities, estimation, and controlling. The team as the vital element is introduced and different theories, models, and strategies of how to set up and work in teams are taught. Yet, students usually have few options to experience how those theories and models manifest in practice.

Our objective is to provide an environment in which the software development activities move to the background and students can focus on experiencing different situations in self-organizing teams from a project management perspective. Therefore, we want the students to experience differ-
ent stress factors, settings in which people explicitly attack a team and how to handle such situations under stress, and we want to provide the students with the opportunity to experience (close-to-)failure situations.

**Contribution.** The present paper provides a detailed description of a course unit to be included in software project management courses. The course unit uses the Tuckman model [28] as theoretical framework and comprises a practical part that is organized according to the structure of controlled experiments [30]. The overall goal of the course unit is to provide students with an environment in which they can experience stressful situations. The presented unit was conducted twice at two different universities, and was considered a valuable exercise. Different quantitative as well as qualitative analyses (e.g., video analysis) show this unit a valuable learning experience for the students.

**Outline.** The remainder of the paper is structured as follows: In Sect. 2, we discuss related work. Section 3 provides context information about the overall course structure and the course unit design in particular. Section 4 presents the analysis, discussion, and a summary of lessons learned. We conclude the paper in Sect. 5.

### 2. RELATED WORK

Basili et al. [3] were among the first to present a framework and a process for experimentation for Software Engineering. Experimentation was mainly used for research purposes in Software Engineering (with all challenges and risks as discussed by Runeson [26]), but got only little appreciation as a teaching tool. Nonetheless, experimentation as a means to improve teaching has proved successful over the years in many disciplines. For instance, Parker [24] mentions experiments became widespread teaching tools in economics in the 1990s. Nowadays, many economists use experiments as educational tools and mention several benefits, e.g., they are distinctive and more participative, and students are likely to remember lessons associated with them. Finally, Parker mentions experiments are considered fun. Another important source for classroom experiments is the SERC Portal for Pedagogy in Action, created by Ball et al. [2]. The repository includes a comprehensive list of experiments from different disciplines that can be used for replication in classroom settings. In addition, it contains references to scientific studies that provide empirical evidence about the expected positive effects of experiments as teaching tools.

However, an important conclusion Dillon [10] draws from his overview of advantages and disadvantages of experiments is that successful observation of a phenomenon as part of an empirical study should not be an end in itself. Rather, students should have enough time to get familiar with the related ideas and concepts associated with the phenomenon. This leads to a discussion on the suitability of experiments in teaching. In order to make experiments a useful tool, Parker [24] recommends considering three criteria: (i) the experiment must be aligned with the central topic of the course, (ii) the concept to be taught through the experiment should not be easily understood without the experiment or already obvious, and (iii) students need to be able to quickly learn the necessary prerequisites for participating in the experiment. Finally, as we mentioned previously in [19], teachers must not be ignored, as conducting experiments in classroom settings generates (extra) effort.

### 3. GENERAL COURSE UNIT DESIGN

In this section, we provide the design of the course unit on group dynamics. We provide an overview of the overall course context in Sect. 3.1. Learning goals are presented in Sect. 3.2. The theoretical model and the instrument to implement the practical parts are presented in Sect. 3.3 and Sect. 3.4 respectively.

#### 3.1 Course Context

In this section, we provide the design of the course unit on group dynamics. We provide an overview of the overall course context in Sect. 3.1. Learning goals are presented in Sect. 3.2. The theoretical model and the instrument to implement the practical parts are presented in Sect. 3.3 and Sect. 3.4 respectively.

#### 3.2 Contribution

The present paper provides a detailed design of a course unit to be included in software project management courses. The course unit uses the Tuckman model [28] as theoretical framework and comprises a practical part that is organized according to the structure of controlled experiments [30]. The overall goal of the course unit is to provide students with an environment in which they can experience stressful situations. The presented unit was conducted twice at two different universities, and was considered a valuable exercise. Different quantitative as well as qualitative analyses (e.g., video analysis) show this unit a valuable learning experience for the students.

#### 3.3 Course Design

The present paper provides a detailed design of a course unit to be included in software project management courses. The course unit uses the Tuckman model [28] as theoretical framework and comprises a practical part that is organized according to the structure of controlled experiments [30]. The overall goal of the course unit is to provide students with an environment in which they can experience stressful situations. The presented unit was conducted twice at two different universities, and was considered a valuable exercise. Different quantitative as well as qualitative analyses (e.g., video analysis) show this unit a valuable learning experience for the students.

#### 3.4 Course Implementation

The present paper provides a detailed design of a course unit to be included in software project management courses. The course unit uses the Tuckman model [28] as theoretical framework and comprises a practical part that is organized according to the structure of controlled experiments [30]. The overall goal of the course unit is to provide students with an environment in which they can experience stressful situations. The presented unit was conducted twice at two different universities, and was considered a valuable exercise. Different quantitative as well as qualitative analyses (e.g., video analysis) show this unit a valuable learning experience for the students.

Figure 1: Basic organization of the APM course.
pattern changes: instead of “classic” lectures and exercises, the sessions follow a workshop model, whereas the workshops are composed of lecture- and exercise parts to which students actively contribute by presenting their “special topics”, and the workshops also contain creativity tasks and discussion rounds. Furthermore, in this phase, selected sessions are devoted to more comprehensive exercises, such as the unit presented in the paper at hand. The third phase deals with wrapping up the course, provides time for guest lectures, and allows for preparing the exams.

3.2 Course Unit Learning Goals

As part of an advanced course on project management, the goal of this course unit is to enable students understanding the impact of group dynamics on project management, especially, team performance and result quality (Figure 1 shows the other course units providing required input and context). In particular, we define the following learning goals:

**Learning Goal 1:** How to come to a working team quickly?
This learning goal addresses the students’ ability to quickly come together, develop and implement work strategies, to set priorities, and to figure out what does (not) work.

**Learning Goal 2:** What is the impact of staff turnover?
Students are randomly selected for teams and team setups are changed over time. Hence, students have to find themselves a place in a new team and to bring in their knowledge and experiences gained in another team, and students are forced to detect changes and re-organize their work pattern accordingly and quickly.

**Learning Goal 3:** What stress factors can impact team performance and quality, and how to handle them?
Students are exposed to different stress factors—caused by the unit setup itself (e.g., time or lacking resources) or provoked by the supervisors (e.g., enforced staff turnover). Students shall experience work under heavy stress and, later, link their experiences to performance data to see the direct impact. Students shall learn how (not) to act in such situations.

3.3 Theory: The Tuckman-Model

The theoretical model taught to the students to explain group dynamics is the Tuckman model [28], which was widely tested since its presentation in the 1960s. The Tuckman model describes the basic processes of group dynamics in teams in five major phases forming, storming, norming, and performing and, finally, adjourning (Figure 2).

These phases can be found in every project team (more general in every group). Moreover, these phases do not only happen during the initial formation of new teams (learning goal 1), but also when new people join an already established team (learning goal 2). Project managers should therefore have some knowledge about such models, as for instance too high fluctuation in the project team seriously affects performance—in the worst case it can bring a team to a full stop, as the team is busy with fighting conflicts (re-forming and storming phases; learning goal 3).

3.4 Practice: A Controlled Experiment

In order to achieve the aforementioned learning goals, we organized the practical parts following the structure of controlled experiments [30] to ensure proper organization of the different treatments. As shown in Figure 1, the experiment session is carried out in a 4-hour block, which is specifically prepared in class. The experiment’s overall organization is illustrated in Figure 3. In subsequent sections, we provide details on the setup. Note: The purpose of this experiment is not to conduct a scientific investigation rather than reusing a proven structure with regards to (general) organization. Data collection does not aim at gaining new scientific insight. Its purpose is to support the learning goals by showing the effects of different treatments to the students.

**Figure 2: Overview of the Tuckman model on processes in team formation (based on [28]).**
Figure 3: Overview of the experiment (incl. general organization, task overview, subject and room assignments). Every run generates two controlling sheets per team to measure the team performance; one from the run and another one from the re-count.
The definitive version was published in the conference/workshop proceedings. DOI: http://dx.doi.org/10.1145/2889160.2889194

The run’s time elapsed, the sheets were collected and teams were provided with a fresh sheet to re-count the sorted items without pressure. After the final run, students were provided with a short questionnaire. This questionnaire had two parts: the first part asked for things that went well in the sub-experiments, and part two was asking for things that did not respectively. Besides, observers wrote minutes (team, time-stamp, observation) and (partially) video taped the runs to add more data for qualitative analyses and video analysis/feedback.

Quantitative data was transcribed into a spreadsheet for further analyses using Microsoft Excel and R. Qualitative data was also transcribed into text documents and spreadsheets that served the qualitative analysis. Video data was collected and stored for later analysis.

**Execution** The “experiment” was conducted twice in the configuration from Figure 3. The first instance was conducted at the Technische Universität München (end of 2012), the second instance was conducted at the BTH Karlskrona (end of 2013). Since the same number of students attended the experiment at both sites, we replicated the experiment setup at BTH. That is, in both instances, 18 graduate students from the respective Computer Science/Software Engineering programs (with required pre-knowledge in Software Engineering and software project management) participated in the class session. The whole session, including set up and feedback session, took approximately four hours.

<table>
<thead>
<tr>
<th>Var.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>wi</td>
<td>Written items counted per team t in the ith run under time pressure.</td>
</tr>
<tr>
<td>ci</td>
<td>Re-counted items per team t in the ith run without time pressure.</td>
</tr>
<tr>
<td>err_{abs,t,i}</td>
<td>Absolute error computed from wi and ci by: err_{abs,t,i} =</td>
</tr>
<tr>
<td>err_{rel,t,i}</td>
<td>Bottleneck errors that occur if students ran out of time thus not documenting all counted items (missing data)</td>
</tr>
<tr>
<td>err_{cl,t,i}</td>
<td>Clerical errors that occur if students wrote down “wrong” numbers.</td>
</tr>
</tbody>
</table>

### 3.4.2 “Special” Tasks

As shown in Figure 3, the third sub-experiment explicitly aims to put pressure on the teams. Therefore, we designed a playbook that comprised some “special tasks” to disturb and even “attack” the teams. Table 2 provides a summary of the special tasks. Students were told to execute a task immediately without talking or doing anything else.

The tasks from Table 2 were executed according to a playbook and aimed at affecting the teams’ performance. For instance, ST1, ST2, or ST3 were preferably given to those students that documented the numbers, i.e., applying these tasks to a team aimed at removing a mission-critical person from the team4 thus forcing the team to re-organize. The tasks ST4, ST6, and ST7 aimed to provoke quality problems (errors) in a team, and to force teams to develop countermeasures (see also Sect. 4.2). ST5 aims to bring in a new team member that questions the current way of working and raises a debate on principles. Finally, ST8 brings in team members to provoke unproductive work time. These tasks

3This aims to simulate the “bus factor” [8] in the project.

### Table 1: Data to be collected regarding team performance and quality of work, whereas the error rate serves as quality indicator.

<table>
<thead>
<tr>
<th>Var.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>wi</td>
<td>Written items counted per team t in the ith run under time pressure.</td>
</tr>
<tr>
<td>ci</td>
<td>Re-counted items per team t in the ith run without time pressure.</td>
</tr>
<tr>
<td>err_{abs,t,i}</td>
<td>Absolute error computed from wi and ci by: err_{abs,t,i} =</td>
</tr>
<tr>
<td>err_{rel,t,i}</td>
<td>Bottleneck errors that occur if students ran out of time thus not documenting all counted items (missing data)</td>
</tr>
<tr>
<td>err_{cl,t,i}</td>
<td>Clerical errors that occur if students wrote down “wrong” numbers.</td>
</tr>
</tbody>
</table>

### Table 2: Special tasks to affect teams’ performance.

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST1</td>
<td>Go outside.</td>
</tr>
<tr>
<td>ST2</td>
<td>Go to Team B.</td>
</tr>
<tr>
<td>ST3</td>
<td>Go to Team C.</td>
</tr>
<tr>
<td>ST4</td>
<td>Eat some counted/sorted items.</td>
</tr>
<tr>
<td>ST5</td>
<td>Start a discussion on “How should we sort?”</td>
</tr>
<tr>
<td>ST6</td>
<td>Take a cup [sorted items] and put the contained items back into the bowl [unsorted items].</td>
</tr>
<tr>
<td>ST7</td>
<td>Take a cup from another team and put the contained items back into the bowl.</td>
</tr>
<tr>
<td>ST8</td>
<td>Join a team and start some conversation without doing anything else.</td>
</tr>
</tbody>
</table>

### Table 3: Stress factors applied to the teams.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise level</td>
<td>All students were put into one room. Because of the communication within the teams, a continuously increasing noise level was created. Just in sub-experiment 3, the control group was led to another room without any other noise sources.</td>
</tr>
<tr>
<td>Boring task</td>
<td>Students had to sort, count, and report M&amp;M’s again and again—for about 2 hours.</td>
</tr>
<tr>
<td>Bottleneck (resources)</td>
<td>Every team was provided with one controlling sheet only. This bottleneck effectively helped limit/influence work distribution.</td>
</tr>
<tr>
<td>Time</td>
<td>Although the basic task is very simple (sort, count, and document), significant stress was put on the teams by restricting the time to just a few minutes.</td>
</tr>
<tr>
<td>Missing strategy</td>
<td>All teams were told to organize themselves, i.e., no strategy was suggested by the teachers and students were given no time prior the experiments to discuss proper strategies. The actual strategies had to be developed on the fly.</td>
</tr>
<tr>
<td>Overloading</td>
<td>The setup invited work overloading, e.g., for experts in teams.</td>
</tr>
<tr>
<td>Disturbances</td>
<td>The special tasks in the “chaos runs” aimed at confronting the students with different external effects (cf. Table 2).</td>
</tr>
<tr>
<td>General staff turnover</td>
<td>In the “chaos runs”, instructors had to follow the playbook in which detailed orders were issued when to remove how many team members from a team and (optionally) to replace them by new team members (either from the pool or from another team, cf. Table 2).</td>
</tr>
<tr>
<td>Loss of key personnel</td>
<td>As special kind of turnover, we enforced some loss of key personnel, e.g., the instructors’ playbook explicitly contains a command: “Find this person that is documenting the counted items and remove it from the team.” This was done without informing the rest of the team.</td>
</tr>
</tbody>
</table>
mainly focus on learning goal 3 and contribute to the stress factors that we exposed the teams to (Table 3).

3.4.3 Reflection

When the experiment was finished, students were first asked to provide written feedback about the experiment and their experience. After collecting the feedback sheets, in an approximately 15-minute wrap-up session, the experiment was briefly discussed, some details were provided by the teachers, the “hidden agenda” was revealed (i.e., students were informed about stress factors and so forth), and students were asked to reflect on the experiment. In the next class, the reflection was continued by discussing the experiment in detail and presenting the outcomes of the quantitative analysis and selected video tapes to link the theoretical framework to what actually happened in the experiment.

4. ANALYSIS AND DISCUSSION

The unit was given twice in Munich and Karlskrona and was fully monitored. We analyze and discuss these instances using the collected performance and qualitative data, which is based on the different controlling sheets, video recordings, observer minutes, and student feedback.

4.1 Performance Analysis

In a nutshell, the Tuckman model says that teams fight several conflicts before they start performing. That is, team performance curves should show a certain behavior after the initial team setup, team reconfiguration, and over time. The purpose of collecting performance data is to generate graphs that allow students to reproduce the Tuckman model and to understand the impact of such group dynamic processes. In this section, we demonstrate, how we presented the performance data to the students and discussed the outcomes.
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Figure 4: Performance/quality measurement results from sub-experiments 1 and 2 (per person; TUM).

4.1.1 Training and Performance Runs

The sub-experiments 1 and 2 (Figure 3) serve as training and performance phases in which students learn the task and carry out the task under “normal” conditions, i.e., without enforced extra stress factors. Figure 4 shows the collected performance data for the TUM teams (runs 1-5). To make the performance of the teams more comparable, this presentation is boiled down to the individual person’s performance within a specific team setup. That is, the variables wi, ci, errper, and errcli are presented on a per-person basis.

Figure 4 illustrates one prediction of the Tuckman-Model, which was a key aspect to be learned: changing the team, performance will drop. The data shows this for each team (from run 2 to 3). Figure 4 also shows the students being able to find and apply strategies to perform and minimize the error (in average, the error per person is, regardless of the actual team setup, below three items per run and per person). Furthermore, the figure also shows the teams performing at a comparable level (written/counts items). Another observation is the performance in relation to team size: the bigger the team the more effort is spent on coordination. In particular, the two 2-person teams get close to the 1-person team (no communication/coordination effort at all), while the bigger teams stay behind (individual performance is below the 1- and 2-person teams).

In the Feedback Session: The classroom discussion was initiated by a reflection on the Tuckman model. We then asked students about their expectations regarding the performance. Then we presented the actual performance curves from Figure 4 and “quantified” the subjective perception. This first part of the performance analysis aimed at improving the understanding of the “normal” team behavior, i.e., what happens when a new team is formed and a new project with a somewhat familiar task is started. Furthermore, students should experience that, e.g., team size and communication effort impact performance and quality (cf. Figure 3; teams size). In particular, students recognized the decreasing per-person performance in growing teams. In the discussion, students found the increased effort caused in the need to find proper strategies to coordinate larger teams.
increases…

confusion immediately

New guy joins the team and immediately starts disturbing the team…

After 0:30: “Ok, nobody talks to this guy…”

Meanwhile, the counting person gestures to get some attention from the team to get the numbers…

In the feedback session: Q: Why did you do this? A: I had to protect my team…

A new team member asks for his own items to count and moves to another table… (team was separated)

In the feedback session: Q: Why did you do this? A: There was no space…

Team size was doubled; confusion immediately increases…

In the feedback session: Q: Why did you do this? A: new guy manipulates a team member’s work; conflict: “Ey, common! …” (it gets loud)

4.1.2 The “Chaos Runs”

In sub-experiment 3, the team setup was changed. Team A was separated from the other teams and was taken to another room (control group; just doing the task without any disturbance). Teams B and C remained in the room and faced several “attacks” to influence their performance.

Figure 5 shows the results from the third sub-experiment of the BTH teams for the variables wi, ci, errabs. For Team A, the figures show the expected behavior regarding the variables wi, ci, errabs, i.e., some performance and quality improvement from run 6 to run 7. Yet, the performance and quality indicators for Team B and Team C show a different behavior. The most striking observation is—regardless of the experiment instance—that performance and quality changed. For instance, Team B shows an increasing error rate errabs, i.e., disturbing the teams affects quality. Another observation of BTH’s Team C shows that, on the one hand, a decreasing error rate, but, on the other hand, a reduction of the overall performance. That is, disturbing the teams impacts the teams’ performance.

In the Feedback Session: In the retrospective, we presented the students these graphs discussing what happened. Having the knowledge about the Tuckman model, students could explain the visualized effect. However, students were surprised about the level of performance reduction. Nevertheless, despite all disturbance, students were still able to work on their tasks. In the feedback session, we also asked the students to explain what happened and what were the stress factors and disturbances in detail. This discussion was then continued with the video analysis.

4.2 Video Analysis

Both unit instances were video taped in order to enable students to see their action and to link the theoretical model to their actual behavior. In total, we collected several hours of video material. In the following, we provide some insights by presenting selected examples and link them to the experiment’s playbook, and the different stress factors and actions taken to disturb the teams. Based on Figure 6, we discuss two selected examples from the video analysis.

4.2.1 Example 1: Taking Responsibility

The upper part of Figure 6 shows a situation from TUM’s Team C, which was caused by a new guy that was told to execute ST6 and ST7 (Table 2). Initially, the new guy was welcomed with a “Hi!” and it was tried to integrate him in the team. Yet, some 25 seconds later, the new guy started to eat the sorted items. This was quickly recognized and led to the statement that this guy should be ignored from now on. However, the new guy continued messing up the sorted items and, eventually, one team member took responsibility becoming the team leader. At first, the team leader was only observing the new guy and tried to correct the errors by searching and putting back the ‘stolen’ items, but, finally, he stopped working and tried to separate the new guy from the team. Thinking the situation was resolved, work went on, but the new guy got back to his task. As the deadline was approaching, the team’s mood turned and people became loud and aggressive.

In the Feedback Session: In the feedback session, we presented this scene to the students asking the protagonist for his motivation. He stated that he had to protect the team. We also discussed consequences for the team when he stopped working. The group discussion considered the behavior a compromise: reduced work force to achieve high quality vs. high performance with increased quality risk.

4.2.2 Example 2: Too Many People, too few Space

The lower part of Figure 6 shows TUM’s team B in the moment the team size was doubled to 10 people. In this situation, 5 new people had to be merged with the already working team (cf. Tuckman model, Sect. 3.3), which caused serious confusion and increased the stress level significantly. For instance, the counting person was not only pointing to those that should provide their numbers, but she used more gestures to stop others talking trying to keep some kind of
Based on the feedback sheets, we found 32 (TUM) and 38 (BTH) mentions of stress factors. In total, we found 8 out of the 9 pre-defined factors (Table 3) detected by the students. Time pressure, the bottleneck created by only one available controlling sheet per team, and the missing strategy were detected immediately in the first sub-experiment. Overloading was mentioned the first time in sub-experiment 2 when the task’s complexity was increased, and the remaining factors were realized in the third sub-experiment. In summary, students considered time pressure (7 out of 10 mentions) and missing strategies (15 out of 18 mentions) impacting their performance the most. Furthermore, beyond the pre-defined stress factors, the BTH teams also found task complexity (2 mentions) and communication aspects (2 mentions) affecting efficient work.

The general noise level was, however, not detected at all—even when we enforced this stress factor by playing loud music in the background (students noticed that there was some music playing, but did not complain). Moreover, the increasing noise from shouting the numbers to the writing person was not considered cumbersome from the noise perspective rather than from chaos and overloading, i.e., noise was somehow noticed, but stress and chaos were considered more affecting the work.

Therefore, we consider learning goal 3 (Sect. 3.2) achieved.

4.3 Feedback Analysis

Students provided feedback by answering a free-form questionnaire (Sect. 3.4.1) in which they should summarize their own positive and negative observations from the experiment. In subsequent sections, we first analyze the questionnaires for the different stress factors, if students detected them, and how the stress factors were experienced. In the second part, we looked for those aspects that were considered positive and that contributed to the learning goals of this course unit.

4.3.1 Detected Stress Factors

Table 4 provides a summary of the students’ observations. The table shows whether and when a stress factor or some action was detected by the students and identified cumbersome. Furthermore, the table lists the number of mentions, i.e., how many times a stress factor or action was mentioned—multiple mentions were possible and students often mentioned different factors together.

<table>
<thead>
<tr>
<th>Factor/Action</th>
<th>Found?</th>
<th>. . . in?</th>
<th>TUM/BTH</th>
<th>Students’ comments (selection)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise level</td>
<td>✗</td>
<td>–</td>
<td>0/0</td>
<td>The general noise level was not detected at all.</td>
</tr>
<tr>
<td>Boring task</td>
<td>✓</td>
<td>3</td>
<td>1/0</td>
<td>“After a couple times of sorting by type and color it got a bit boring.”</td>
</tr>
<tr>
<td>Bottleneck (resources)</td>
<td>✓</td>
<td>3</td>
<td>1/0</td>
<td>“Bottleneck: result sheet”</td>
</tr>
<tr>
<td>Time</td>
<td>✓</td>
<td>1</td>
<td>7/10</td>
<td>“Short time”, “[…] and time was limited”, “No time for counting and result reporting”, “counting until 30 secs before time limit, then writing down was the bottleneck”, “we only counted 2 colors in the end, because we underestimated the needed time”</td>
</tr>
<tr>
<td>Missing strategy</td>
<td>✓</td>
<td>1</td>
<td>15/18</td>
<td>“It took same time to work out a strategy”, “No communication rules […] inefficient counting process”, “very chaotic responsibilities after mixing the team members; no clear instructions for new members because the rest of the team was counting under pressure”, “not enough time to work efficiently; it should work; everyone did it in his own way”</td>
</tr>
<tr>
<td>Overloading</td>
<td>✓</td>
<td>2</td>
<td>4/5</td>
<td>“the one writer was very busy and overloaded […]”, “writer was overloaded because of too many announced numbers”, “everyone was shouting and not waiting […]”</td>
</tr>
<tr>
<td>Disturbances</td>
<td>✓</td>
<td>3</td>
<td>5/2</td>
<td>“new team members in the final run”, “round 3: team too large and no coordination”, “People got angry after the disturbances […] more errors were made; more chaos”</td>
</tr>
<tr>
<td>General team turnover</td>
<td>✓</td>
<td>3</td>
<td>6/1</td>
<td>“joining the new team in the middle of experiment scared the other partners.”, “when someone left the team or change the table, nobody knew if his glass was already counted or not”, “change the people to another group because you don’t remember your add of colors”</td>
</tr>
<tr>
<td>Loss of key personnel</td>
<td>✓</td>
<td>3</td>
<td>1/1</td>
<td>“M&amp;Ms were forgotten because the responsible person was removed […]”</td>
</tr>
</tbody>
</table>

Note: Both groups were composed of students from different countries and cultures. That is, that even in this small co-located settings, GSE-related effects occur, such as described in [1, 7]. Students stated language barriers becoming problematic under pressure, as for instance heavy accents challenged the communication in the teams.
Table 5: Positive mentions and lessons learned (TUM: 36/68 mentions, BTH: 43/81 mentions).

<table>
<thead>
<tr>
<th>Task</th>
<th>TUM</th>
<th>BTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy and Team Development</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>Start with initial Strategy</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Efficiency of Small Teams</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Benefits of Bigger Teams</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Impact of more Time</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

as students were able to detect different stress factors and to develop proper approaches to deal with exceptional situations (cf. Figure 6).

4.3.2 Students’ Lessons Learned

The other part of the questionnaire aimed at finding positively perceived events. As we had no target categories defined in advance, we transcribed and analyzed the questionnaire responses, and we found five aspects frequently mentioned: strategy and team development, starting a run with an initial plan, impact of time, and benefits of smaller/bigger teams. Table 5 provides an overview of the positively perceived effects of the different sub-experiments/runs.

Comparing Table 5 with Table 4 we see that, on the one hand, the missing strategy was considered the most critical point, but on the other hand, students mentioned strategy and team development as a very positively experienced aspect. Starting with sub-experiment 2, students joined teams having initial ideas and strategies of how to optimize work toward maximum performance (learning effects from the training phase). In runs 3 and 6 (first runs in new team setups), we observed the students spending time (usually some 30 seconds) to discuss and agree on an approach to work. In these teams, opportunities for knowledge transfer as part of the team’s improvement were also mentioned positive in the questionnaires and feedback session.

From the questionnaires, we also see the learning goals 1 and 2 achieved. Students found strategies to quickly team up, and to define, apply, and improve working strategies. Furthermore, students were eventually able to deal with staff turnover and to compensate for lost staff and to integrate new staff. In the feedback and discussion sessions, we could successfully link the theoretically predicted performance and quality drops with the students’ experiences.

5. CONCLUSION

In this paper, we presented a course unit on group dynamics in project teams. Such teams are key to today’s software development in which cross-functional teams develop software in short cycles. As working in such teams challenges team members not only from the technical but also the social perspective, the presented course unit contributes to project management courses by providing an environment in which students can directly experience the impact of team size and composition, stress factors, and exceptional situations to project performance and result quality.

The course unit uses the well-known Tuckman model as theoretical framework to explain group dynamics in team formation and development, and it borrows from controlled experiments to organize the practical parts. Eventually, students are exposed to different stress factors to learn about the meaning of team formation processes, especially when teams work under pressure.

We conducted the course unit twice with two groups of 18 graduate students each at two different universities. In both instances, students could detect almost all stress factors, and students were able to develop and improve collaboration strategies quickly, even when the team setup was changed, and students were able to develop strategies to handle exceptional situations, e.g., staff turnover and attempts to attack the project. The learning goals set could be achieved, and in the final exams, students showed their ability to understand a critical project scenario and to develop proposals to solve conflicts in teams. Finally, in the course feedbacks, students working in industry stated the course unit valuable due to the applicability to their work environment.

The presented course unit has been transferred from Munich to another university during an Erasmus exchange, and is scheduled for being set up in 2016. We experienced especially the practical parts fairly easy to set up, as it only requires rooms, tables, supervisors, and items to sort. Within less than four hours, students gain practical experience of stress factors and team formation. A replication kit provides all material required to implement the unit.

Therefore, the presented course unit and the complementing material help establishing and optimizing courses that demand to practically explain and show theories or conventional wisdom, to experience real world problems, and to learn how to deal with such problems in a differentiated manner. Furthermore, the course unit contributes a practical exercise to otherwise more theoretical and abstract subjects. For instance, given the project management context, the presented unit allows for focusing on different management- and team-related aspects without relying on code-centered work thus avoiding the risk of “skipping” the management tasks to get the software done.

The course unit was appreciated by the students, and it was also considered fun. Given the positive learning effects and feedback we received, we plan to replicate this unit in upcoming courses. Furthermore, as this is the second successful implementation of our teaching pattern [19], we positively experienced the feasibility of our pattern which motivates us to adopt this pattern for further courses as for instance courses on software test7, which provide a rich ground for defining appropriate experiments. In this context, we are also setting up collaboration among different universities across Europe, e.g., to exchange our course- and experiment designs, conduct replications (research-driven), and to arrange guest lectures.
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