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Density matrix renormalization group with efficient dynamical electron correlation through range separation
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We present a new hybrid multiconfigurational method based on the concept of range-separation that combines the density matrix renormalization group approach with density functional theory. This new method is designed for the simultaneous description of dynamical and static electron-correlation effects in multiconfigurational electronic structure problems. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.492295]

I. INTRODUCTION

Molecular systems with close-lying electronic states possess an electronic structure that is dominated by strong static electron correlation. Examples are (i) molecules far from their equilibrium structure and (ii) many transition metal complexes, where static correlation is often sizable. A method tailored to recover static correlation is the complete active space (CAS) ansatz1,2 for the wave function. This ansatz defines an active space of \( n \) act electrons in \( N \) act orbitals, in which the exact solution of the electronic Schrödinger equation is accounted for within a DMRG framework. Multireference CI (MRCI) in its internally contracted form36 and multireference perturbation theory (MRPT) approaches37,38 have been combined with DMRG. Such approaches may be summarized as “diagonalize-then-perturb” in the state-specific case and as “diagonalize-then-perturb-then-diagonalize” in the state-average quasi-degenerate case.39 The first step aims at the inclusion of static correlation effects in the zeroth-order Hamiltonian while capturing dynamical correlation in subsequent steps. Although potentially accurate, such a strategy comes with a caveat. This caveat is rooted in the need for higher-order reduced density matrices (\( n \)-RDMs, with \( n > 2 \)) of the active space DMRG wave function which leads to a considerably steeper scaling of the MRPT or MRCI step compared to the preceding DMRG(-SCF) step. A notable exception is the very recent development of a variational perturbation approach that exploits the matrix-product structure of the DMRG wave function and optimizes the first-order correction to the wave function iteratively by the DMRG protocol.40

In this paper, we pursue a yet unexplored strategy to effectively treat dynamical electron correlation within the DMRG approach. We propose a simultaneous treatment of dynamic and static correlations using density functional theory (DFT) for the dynamical-correlation part, rather than aiming for a conventional two-step approach. As a consequence, the overall scaling cost does not exceed that of the DMRG calculation. This feature will become particularly advantageous when the approach is applied to large systems. In turn, the coupling of DFT to a CAS-type wave function method provides the required flexibility for cases where static correlation becomes important and where DFT is likely to fail.41–44 Although hybrid approaches between wave function theory (WFT) and DFT have not been considered for DMRG yet, they have already been studied with other wave function methods.45–51 While approximate DFT functionals will introduce errors on the absolute scale, relative energies for hybrid WFT–DFT approaches can be obtained with good accuracy.52–56 To avoid the double-counting problem of
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electron-correlation effects, we take advantage of the method originally proposed by Savin which is based on a range separation of the two-electron repulsion operator into a short-range and a long-range part. The short-range part of the electron interaction is then treated by DFT, while the long-range part is assigned to the WFT approach. The resulting hybrid WFT–DFT method is denoted (long-range) DMRG–short-range DFT variant, abbreviated as DFT (in short, WFT–srDFT).

The theory is formulated generally and applies both to traditional CAS configurational interaction (CAS-CI) and to DMRG. It further offers a natural extension to excited states.

Besides the dynamical correlation problem, a critical issue for all CAS-based methods is the composition of the active orbital space. It is a well-established procedure to make the orbital choice based on natural orbitals (NOs) and their occupation numbers (NOONs). In addition, significant deviations (> ±0.02) of NOONs from the Hartree-Fock limit of 2 (occupied orbitals) and 0 (virtual orbitals) have been considered as multireference indicators. In the framework of DMRG, two other measures, namely, the single-orbital entropy and the mutual information, have become popular. These entropy measures are calculated from the one-orbital RDM in the latter case, also from the two-orbital RDM and can be exploited to examine the multireference character of a wave function and/or trace the amount of static and dynamic electron correlation in an electronic wave function. Being orbital-based measures, these entropy measures share with NOs the appealing feature that they can simultaneously serve as indicators for multireference character as well as selection criteria for the active space. With our new DMRG–srDFT approach, we will explore the effect of effectively treating dynamical correlation through the short-range DFT functional on entropy measures.

The paper is organized as follows: In Sec. II, we briefly outline the theory of range-separated hybrid methods and discuss the key steps for a combination of short-range DFT with long-range DMRG. Section III summarizes technical details of the implementation of our DMRG–srDFT approach. Computational details are given in Sec. IV before we proceed with the first applications of DMRG–srDFT in Sec. V.

We discuss and evaluate our approach in practical calculations. For H2O and N2, we investigate the effect of different active spaces up to FCI for the long-range wave function along the symmetrical bond stretching coordinate. As their ground-state electronic structure becomes increasingly multiconfigurational upon bond elongation, these molecules can serve as prototypical examples for both singlereference and multireference methods. We highlight differences in entropy measures calculated with DMRG and DMRG–srDFT wave functions to show that srDFT produces a stable pattern of these measures that is rather independent of the size of the active orbital space. As a final application, we investigate two ligand-dissociation reactions of d-block metal complexes taken from the WCCl410 benchmark set, for which accurate experimental reference data in the gas phase at 0 K are available. Section VI summarizes our findings and outlines future developments.

II. THEORY

In this paper, we generally work in Hartree atomic units and exploit the second-quantization formalism. Orbital indices p, q, r, s denote spatial general orbitals, i, j, k, l inactive (doubly occupied) orbitals, and u, v, x, y active (partially occupied) orbitals, thus following the notation by Roos, Siegbahn, and co-workers. The electronic non-relativistic Hamiltonian then reads as

\[ \hat{H} = \sum_{pq} h_{pq} \hat{E}_{pq} + \frac{1}{2} \sum_{pqrs} g_{pqrs} \hat{e}_{pqrs} + \hat{V}_{nn}, \]  

where \( \hat{V}_{nn} \) is the nuclear repulsion potential energy operator, and the one- and two-electron integrals over molecular orbitals \( \phi_i(r) \) are defined as

\[ h_{pq} = \langle \phi_p(r) | \hat{H} | \phi_q(r) \rangle = \langle p | \hat{h} | q \rangle, \]

\[ g_{pqrs} = \langle \phi_p(r_1) \phi_q(r_2) | \hat{g}(1,2) | \phi_s(r_1) \phi_r(r_2) \rangle = \langle pr | \hat{g}(1,2) | qs \rangle. \]

The operators \( \hat{h} \) and \( \hat{g}(1,2) \) are given in first quantization: As usual, \( \hat{h} \) contains the operators for the kinetic energy of an electron and its interaction with all nuclei in the system, whereas \( \hat{g}(1,2) \) is the two-electron repulsion operator,

\[ \hat{g}(1,2) = \frac{1}{|r_1 - r_2|}. \]

The \( \hat{E}_{pq} \) and \( \hat{e}_{pqrs} \) operators are defined in terms of creation and annihilation operators,

\[ \hat{E}_{pq} = \sum_{\sigma} \hat{a}_{pq}^{\dagger} \hat{a}_{qrs} \quad \text{and} \quad \hat{e}_{pqrs} = \hat{E}_{pq} \hat{E}_{rs} - \hat{E}_{ps} \hat{E}_{qr}. \]

Then, the electronic energy for an electronic wave function \( \Psi \) can be written in terms of the one- and two-electron RDMs,

\[ D_{pq} = \langle \Psi | \hat{E}_{pq} | \Psi \rangle \]

and

\[ P_{pqrs} = \langle \Psi | \hat{e}_{pqrs} | \Psi \rangle, \]

respectively, as

\[ E = \langle \Psi | \hat{H} | \Psi \rangle = \sum_{pq} h_{pq} D_{pq} + \frac{1}{2} \sum_{pqrs} g_{pqrs} P_{pqrs} + \hat{V}_{nn}, \]

where the operator \( \hat{V}_{nn} \) is written as a potential energy \( V_{nn} \) of the nuclear framework since it does not depend on electronic coordinates, which are the dynamical variables integrated out in the energy expectation value. In CAS-type methods, parts of the RDMs will be associated with inactive electrons and the computational evaluation of the energy expression can be further simplified by splitting it into separate contributions for inactive and active electrons. The corresponding formalism will be elaborated in Subsection II A.

A. Complete-active-space configuration interaction

By dividing the one-electron RDM into an inactive part ("I"), \( D^I = \{ D^I_{ij} \} \), and an active part ("A"), \( D^A = \{ D^A_{ij} \} \), we may write the CAS-CI energy expression as a sum of an inactive energy (\( E_I \)) and an active energy (\( E_A \)).
\[ E_{\text{CAS-CI}} = E_1 + E_A, \]  
\[ E_1 = \frac{1}{2} \sum_{ij} (h_{ij} + f^1_{ij}) D_{ij} + V_{mn}, \]  
\[ = \sum_i (h_{ii} + f^1_{ii}) + V_{mn}, \]  
\[ E_A = \sum_{uv} f^1_{uv} D^A_{uv} + \frac{1}{2} \sum_{uvxy} g_{uvxy} D^A_{uvxy}. \]

The inactive energy \( E_1 \) is equal to the Hartree-Fock energy expression for the doubly occupied orbitals. The matrix element \( f^1_{pq} \) denotes an element of the inactive Fock matrix

\[ f^1_{pq} = h_{pq} + \sum_k (2g_{pqkk} - g_{pqhk}), \]

which has been defined according to Eq. (15a) in Ref. 67 (see also Ref. 68 for explicit derivations). In \( E_A \), the use of the inactive Fock matrix, \( f^1 = \{ f^1_{uv} \} \), instead of the one-electron matrix, \( h = \{ h_{uv} \} \), accounts for the screening of the nuclei by the inactive electrons.

The energy expressions in Eqs. (9)–(11) hold for any CAS-type method, including those with orbital optimization such as the CASSCF method.

B. Range-separated CAS-CI hybrids with DFT

The two-electron repulsion operator can be separated into a long-range ("lr") and a short-range ("sr") part,\(^{47,48,55,69,70}\)

\[ \hat{g}(1,2) = \hat{g}^{\mu,lr}(1,2) + \hat{g}^{\mu,\text{sr}}(1,2), \]

involving a range-separation parameter \( \mu \). This decomposition of the electron-electron interaction operator has been applied in various WFT–srDFT hybrid methods.\(^{45,47,48,55,69,71,72}\) In this paper, the long-range and short-range parts of the interaction operator are separated by virtue of the error function,\(^{45}\)

\[ \hat{g}^{\mu,lr}(1,2) = \frac{\text{erf}(\mu|\rho_1 - \rho_2|)}{|\rho_1 - \rho_2|}, \]  
\[ \hat{g}^{\mu,\text{sr}}(1,2) = \frac{1 - \text{erf}(\mu|\rho_1 - \rho_2|)}{|\rho_1 - \rho_2|}. \]

In the following, the long-range and short-range two-electron integrals, \( g_{pqrs}^{\mu,lr} \) and \( g_{pqrs}^{\mu,\text{sr}} \), are the integrals in which \( \hat{g}(1,2) \) of Eq. (3) has been replaced by \( \hat{g}^{\mu,lr}(1,2) \) and \( \hat{g}^{\mu,\text{sr}}(1,2) \), respectively. All two-electron integrals depend on the range-separation parameter \( \mu \) to be fixed prior to a calculation. For the sake of brevity, we refrain from denoting this explicit dependency for the integrals and for the energy in what follows.

In the next step, the short-range part of the electron–electron interaction energy is described by DFT with a tailored (short-range) functional \( E_{\text{Hxc}}^{\mu}[\rho] \) of the total electron density

\[ \rho(r) = \langle \Psi|\hat{\rho}|\Psi \rangle = \sum_{pq} \langle \Psi|\Omega_{pq}^D E_{pq}^D|\Psi \rangle \sum_{pq} \Omega_{pq} D_{pq}, \]

with

\[ \Omega_{pq}(r) = \phi^*_p(r) \phi_q(r). \]

We note that the limits \( \mu = 0 \) and \( \mu \to \infty \) then correspond to Kohn-Sham DFT and \textit{ab initio} WFT, respectively.

The srDFT functional is partitioned as usual in DFT methodology into a Hartree (Coulomb) term, \( E_H^{sr}[\rho] \), and an exchange-correlation (xc) contribution, \( E_{\text{xc}}^{sr}[\rho] \),

\[ E_{\text{Hxc}}^{sr}[\rho] = E_H^{sr}[\rho] + E_{\text{xc}}^{sr}[\rho], \]

where

\[ E_H^{sr}[\rho] = \frac{1}{2} \sum_{pq,rs} D_{pq} g_{pqrs}^{\mu} D_{rs} = \frac{1}{2} \sum_{pq} j_{pq}^{\mu} D_{pq}, \]

while the explicit form of \( E_{\text{xc}}^{sr}[\rho] \) depends on the choice of the approximate functional. We have implicitly defined the short-range two-electron Coulomb potentials \( j_{pq}^{\mu} \) in Eq. (18).

It must be stressed that results for a range-separated hybrid WFT–DFT approach in practice will be \( \mu \)-dependent due to the approximate nature of the short-range functionals available. The same is true for range-separated Kohn-Sham DFT. Calibration studies for the latter suggest that values in the interval \( 0.33 \text{ a.u.} < \mu < 0.5 \text{ a.u.} \) are optimal.\(^{73–77}\) Studies using a CAS–srDFT hybrid\(^{48}\) have shown that \( \mu = 0.4 \text{ a.u.} \) is a good compromise which optimizes the amount of static correlation recovered by the wave function part. An alternative which defined the optimal \( \mu \)-value as the value that provides the lowest CAS–srDFT energy was also explored\(^{48}\) but was found to be system dependent (due to the approximate srDFT functional). It is therefore not surprising that for some systems, the lowest energy can be obtained in either pure CASSCF (\( \mu = \infty \)) or pure DFT (\( \mu = 0 \)) calculations.

For finite \( \mu \), the CAS-CI energy expression of Eq. (9) becomes

\[ E_{\text{CAS-CI}}^{srDFT} = E_1^{sr} + E_A^{sr} + E_H^{sr}[\rho] + E_{\text{xc}}^{sr}[\rho], \]

where the first two terms are identical to Eq. (9) except that all regular two-electron integrals have been replaced by the long-range two-electron integrals, that is, \( g_{pqrs}^{\mu,lr} \to g_{pqrs}^{\mu,\text{sr}} \). Accordingly, the inactive Fock matrix in Eq. (12) is modified to

\[ f^1_{lr} = h_{pq} + \sum_k (2g_{pqkk}^{\mu} - g_{pqhk}^{\mu}), \]

One notes that this CAS-CI–srDFT energy expression is not linear in the one- and two-electron density matrices as in standard CAS-CI, because the Hartree and exchange-correlation terms in Eq. (19) are non-linear in the one-electron density matrix. We illustrate this by considering a linear deviation \( \Delta D_{pq} = D_{pq} - D_{pq}^{\text{ref}} \) from some (fixed) reference density matrix, \( D_{pq}^{\text{ref}} = \{ D_{pq}^{\text{ref}} \} \). The one-electron density matrix elements are thus,

\[ D_{pq} = D_{pq}^{\text{ref}} + \Delta D_{pq}, \]

which by insertion in Eq. (16) leads to

\[ \rho = \rho^{\text{ref}} + \Delta \rho, \]

in an obvious notation. As \( E_{\text{Hxc}}^{\mu}[\rho] \) is non-linear in the one-electron density matrix, we note that

\[ E_{\text{Hxc}}^{\mu}[(\rho^{\text{ref}} + \Delta \rho)] \neq E_{\text{Hxc}}^{\mu}[\rho^{\text{ref}}] + E_{\text{Hxc}}^{\mu}[(\Delta \rho)]. \]

This has the consequence that an exact CAS-CI–srDFT expression is state specific, and we cannot diagonalize a matrix to obtain exact CAS-CI–srDFT electronic energies of several roots. As holds in general for state-specific methods, this implies that the CI expansions for different states of the same symmetry will be non-orthogonal.
However, following Pedersen,\textsuperscript{78} we can define a linear model providing orthogonal CI states in the spirit of state-averaged CASSCF by using the following linear approximation to the energy change:

\[ E_{\text{Hxc}}^{\text{sr}}(\rho_{\text{ref}} + \Delta \rho) - E_{\text{Hxc}}^{\text{sr}}(\rho_{\text{ref}}) \approx \int \frac{\delta E_{\text{Hxc}}^{\text{sr}}}{\delta \rho(r)} [\rho_{\text{ref}}] \Delta \rho(r) \, dr \]

\[ = \sum_{pq} (j_{pq}^{\text{ref, sr}} + v_{pq}^{\text{ref, sr}}) \Delta D_{pq}, \]  

(24)

where

\[ f_{pq}^{\text{ref, sr}} = \langle \phi_{p} | \rho_{\text{ref}} | \phi_{q} \rangle = \langle \phi_{p} | \rho_{\text{ref}} | \phi_{q} \rangle \]

\[ v_{pq}^{\text{ref, sr}} = \langle \phi_{p} | \rho_{\text{ref}} | \phi_{q} \rangle = \langle \phi_{p} | \rho_{\text{ref}} | \phi_{q} \rangle \]  

(25)

the matrix elements of the short-range exchange-correlation and Coulomb operator, respectively.

Although the CI expansions now will be orthogonal, the equations are still non-linear. The most straightforward way to one. Although the CI expansions now will be orthogonal, the equations are still non-linear. The most straightforward optimization procedure is an iterative method, in many ways similar to Hartree-Fock theory; this will be described in Sec. III.

We proceed by noting that in any CAS-CI model, \( \Delta D_{pq} = D_{pq} \) because the inactive part, \( D_{pq}^{1} \), is fixed by definition. The state-averaged CAS-CI–srDFT energy for the \( i = 1, M \) selected roots can then be written as

\[ E_{\text{CAS-CI}}^{\text{sr}}(i) = E_{\text{Hxc}}^{\text{sr}} + E_{\text{xc}}^{\text{sr}}(\rho_{\text{ref}}) \]

\[ + \sum (j_{pq}^{\text{ref, sr}} + v_{pq}^{\text{ref, sr}}) \Delta D_{pq}^{i}. \]  

(28)

If only one root is used (\( M = 1 \)), the formalism will coincide with a state-specific optimization. In the DMRG–srDFT variant, all equations above hold, but a DMRG protocol (see Subsection II C) optimizes the active density matrices.

### C. The DMRG ansatz and correlation measures

A given electronic wave function can be expanded in terms of occupation number vectors,

\[ \Psi = \sum_{\sigma_{1}, \ldots, \sigma_{L}} \psi_{\sigma_{1}, \ldots, \sigma_{L}} | \sigma_{1}, \ldots, \sigma_{L} \rangle. \]  

(29)

Here, the configuration-interaction expansion coefficients are written as a coefficient tensor, \( \psi_{\sigma_{1}, \ldots, \sigma_{L}} \), according to the tensorial construction of the \( N_{\text{occ}} \)-dimensional Hilbert space from \( N_{\text{occ}} \) spatial orbitals. In DMRG terminology, each spatial orbital defines a site with four possible one-electron states,

\[ \sigma_{j} = \{ | \text{vac} \rangle, | \alpha \rangle, | \beta \rangle, | \alpha \beta \rangle \}. \]  

(30)

The quantum-chemical DMRG approach builds up the CAS wave function by first arranging the set of (active) orbitals \( \{ \phi_{\alpha} \} \) in a linear order according to some optimization recipe (e.g., according to the single-orbital entropies calculated from a few DMRG sweeps). In our second-generation, i.e., matrix-product-operator-based implementation of the DMRG algorithm,\textsuperscript{25,26} each site has an associated set of operators in matrix representation. While optimizing the site matrices iteratively, the DMRG protocol constitutes a variational optimization with respect to the total electronic energy. One- and two-electron RDMs as in Eqs. (6) and (7) can then be evaluated. For our DMRG–srDFT method, these density matrices are required to evaluate the energy expression in Eq. (28).

In order to estimate the multireference character of the target molecule in terms of orbital-based descriptors, we exploit the fact that the DMRG wave function can be easily partitioned into two (open) quantum systems within the DMRG algorithm: One or two orbitals are embedded into all remaining orbitals of the active space. If \( | \alpha \rangle \) denotes the states defined on this single orbital (or on the two orbitals, respectively) and \( | j \rangle \) those defined on the remaining orbitals of the CAS, the partitioning yields an RDM operator for the states defined on the embedded orbital(s),

\[ \hat{\rho}_{nn'} = \sum_{jj'} | j | n \rangle \langle j' | n' \rangle, \]  

(31)

where the environment states \( | j \rangle \) and \( | j' \rangle \) are traced out. The one-orbital (or two-orbital) RDM evaluated as an expectation value of the RDM operator in Eq. (31),

\[ \rho_{nn'} = \langle \Psi | \hat{\rho}_{nn'} | \Psi \rangle, \]  

(32)

is then diagonalized to obtain four (or sixteen) eigenvalues \( n_{\sigma, u} \) (or \( n_{\sigma, uu} \)) for orbital \( \phi_{\sigma}^{u} \) (or for orbitals \( \phi_{\sigma}^{u} \) and \( \phi_{\sigma}^{u} \)). The one-orbital entropy,\textsuperscript{12}

\[ s_{u} = - \sum_{\sigma} n_{\sigma, u} \ln(n_{\sigma, u}), \]  

(33)

measures the degree of entanglement\textsuperscript{79} of the four possible states defined on orbital \( u \) with all states defined on the environment orbitals. Similar to Eq. (33), the entanglement of all 16 states defined on two orbitals embedded in the complementary orbital space of the CAS is measured by the two-orbital entropy,

\[ s_{uu} = - \sum_{\sigma} n_{\sigma, uu} \ln(n_{\sigma, uu}), \]  

(34)

Equation (34) also contains single-orbital contributions, which can be eliminated by subtracting the single-orbital entropies of orbitals \( u \) and \( v \), which defines the mutual information,\textsuperscript{12,14,61}

\[ I_{uv} = \frac{1}{2} (s_{uu} - s_{u} - s_{v} (1 - \delta_{uv})). \]  

(35)

### III. IMPLEMENTATION

Our DMRG–srDFT implementation is based on an existing CI–srDFT program\textsuperscript{79} and provides an interface between a development version of the DALTON\textsuperscript{80,81} program and the...
Maquis quantum chemical DMRG program.\textsuperscript{26} Maquis is a genuine DMRG program based on matrix product states (MPS) and matrix product operators (MPO). Both long-range and short-range integrals are calculated with DALTON. To be closer to the operational expressions used in the program, we split the total energy in Eq. (28) into inactive and active parts as in Eq. (9). The inactive part then becomes

\[ E_{\text{fix}}^{\text{srDFT}} = E_{\text{act}}^{\text{srDFT}} + E_{\text{fix}}^{\text{SA}}, \]

where the fixed state-average (“SA”) energy, \( E_{\text{fix}}^{\text{SA}} \), contains short-range terms that depend only on the inactive and the reference density matrices

\[ E_{\text{fix}}^{\text{SA}} = \frac{1}{2} \sum_{ij} I_{ij}^D D_{ij}^D - \frac{1}{2} \sum_{uv} J_{uv}^A D_{uv}^A + E_{\text{xc}}^{\text{ref}} - \sum_{uv} \rho_{uv}^A D_{uv}^A, \]

with the state-averaged active reference density matrix

\[ D_{uv}^A = \frac{1}{M} \sum_{i=1}^M \rho_{uv} D_{uv}^A, \]

Recall that the active reference density matrix is kept fixed during the CI or DMRG optimization and can therefore be assigned to the inactive energy. It changes only in each macro-iteration. The active part of the energy is

\[ E_{\text{act}}^{\text{srDFT}, i} = E_{\text{act}}^{\text{srDFT}} + \sum_{uv} J_{uv}^A D_{uv}^A, \]

where \( E_{\text{act}}^{\text{srDFT}} \) is a dynamically adjusted damping factor.

\[ D_{\text{damp}}^{\text{iter}} = \alpha D_{\text{iter}}^{\text{ref}} + (1 - \alpha) D_{\text{iter-1}}^{\text{ref}}, \]

where \( \alpha \) is a dynamically adjusted damping factor.

IV. COMPUTATIONAL DETAILS

Calculations for H\textsubscript{2}O and N\textsubscript{2} employed a Dunning cc-pVdz basis set\textsuperscript{82} for O, H, and N. The DMRG–srDFT calculations were in all cases performed with the short-range Perdew-Burke-Ernzerhof (srPBE) functional from Ref. 48, i.e., with the Heyd–Scuseria–Ernzerhof\textsuperscript{83} short-range exchange functional together with the rational interpolation srPBE correlation functional defined as in Ref. 48 (SRCPBERI in DALTON). The range-separation parameter was always set to \( \mu = 0.4 \) a.u.\textsuperscript{48}

The structures considered in this work correspond to the ones used by Olsen \textit{et al.}\textsuperscript{84} for H\textsubscript{2}O and by Chan \textit{et al.}\textsuperscript{85} for N\textsubscript{2}. For H\textsubscript{2}O, we exclusively consider the symmetric stretch coordinate. The truncated active orbital spaces for H\textsubscript{2}O and N\textsubscript{2} comprise all valence electrons and orbitals required for a balanced description of the valence electronic structure along the stretching mode, that is, DMRG(8,8) for H\textsubscript{2}O (corresponding to DMRG\textsubscript{sym}(8,8) with the symmetry adapted orbitals used for the H\textsubscript{2}O B3LYP calculations).

3. calculate a new reference density and energy; if not converged, go back to step 2.

Figure 1 summarizes the workflow in steps 1–3 of our implementation. Note that integrals with four active indices are constant during the iterations. Thus, they are calculated (and transformed to the MO basis) only once. Moreover, \( E_{\text{fix}}^{\text{SA}} \) is also a constant. The only quantities that need to be recalculated in each (macro-)iteration are \( j_{uv}^A \) and \( \rho_{uv}^A \).

We emphasize that steps 1–3 and the scheme in Figure 1 hold for both DMRG–srDFT and general CI–srDFT (if DMRG is replaced by CI). The first-order optimizer in the previous work\textsuperscript{78} did not consider any convergence acceleration or damping schemes, and convergence problems were frequently observed. In order to (partially) solve the latter issue, we introduce a simple, dynamical damping scheme. In iteration \( \text{iter} \), we modify \( D_{\text{iter}}^{\text{ref}} \) according to

\[ \text{FIG. 1. Flow chart for the DMRG–srDFT implementation reported in this work. Each } \text{iter} \text{ denotes a macro-iteration, and the DMRG (or CI) uses sufficient sweeps (or micro-iterations) to achieve convergence within each macro-iteration.} \]
The ligand-binding energies calculated in this work are defined by reaction 1 and 2. Both reactions are model reactions of two reactions from Hedegård et al. (Ref. 224108-6). The CAS(8,8) space includes 4 orbitals in A$_2$, 2 orbitals in B$_2$, and 2 orbitals in B$_2$. Active spaces corresponding to FCI (DMRG-FCI) within the cc-pVDZ basis set are DMRG(10,24) for H$_2$O and DMRG(14,28) for N$_2$. The number of renormalized DMRG block states $m$ was set to $m = 512$ for H$_2$O, while for N$_2$, higher $m$ values of up to $m = 2048$ were required for technical reasons to achieve similar convergence as in Ref. 85. Accordingly, we specify the DMRG data as DMRG$[(\text{act}_m, N_{\text{act}})]$. All calculations have been performed as state-specific ones, i.e., with one root.

For the ligand-dissociation reactions, we applied the structural models depicted in Figure 2, which were truncated compared to the original metal complexes in our previous work on the WCCR10 benchmark set (essentially, large mesityl and aromatic groups were replaced by methyl residues). The structures were optimized with the BP86 functional and a def2-TZVP basis set along with the corresponding basis set for Coulomb fitting. After the structure optimization, the Cu–N/Pt–N bonds are stretched to 7 Å in order to mimic the final products in a supermolecular calculation in which the active space can be chosen in complete analogy to the optimized reactant complex (cf. Figure 2). The stretched structures were re-optimized with fixed Cu–N and Pt–N internuclear distances, respectively. All these preparatory calculations were carried out with the Turbomole program (version 6.5). Then, pure DFT calculations were carried out with the PBE functional and the def-TZVP basis set to understand the effect of the structural truncation as well as the smaller basis set compared to the original work.

In the DMRG and DMRG–srPBE calculations, the active spaces were chosen to encompass both $d$-type orbitals and ligand orbitals important for the dissociation (see figures in the supplementary material). The chosen orbital spaces are in all cases very similar between DMRG and DMRG–srPBE. DMRG and DMRG–srPBE calculations were then performed with the def-TZVP basis set using the same setup as for H$_2$O and N$_2$. The number of renormalized states was $m = 2000$ in all cases. We also investigated the dissociation energy of reactions 1 and 2, using a larger number of DMRG sweeps and also lower number of renormalized states. These tests showed that the setup just described was sufficient to achieve convergence within the given significant digits (see tables in the supplementary material). We observe in general that the number of renormalized states required for a converged result is smaller for DMRG–srPBE than for regular DMRG calculations. For the two dissociation reactions, we have also investigated the effect of using a different short-range DFT functional, namely, the Goll–Werner–Stoll combined correlation and exchange functionals. This combination will be denoted as srPBE(GWS).

All DMRG and DMRG–srDFT calculations in this paper were carried out starting from HF and HF-srDFT orbitals, respectively. During the warm-up sweep the state corresponding to the HF determinant was explicitly encoded in the MPS.

V. RESULTS AND DISCUSSION
A. The effect of truncating the active orbital space

The first part of this section is concerned with the effect of a truncation of the CAS both in standard DMRG and in DMRG–srDFT calculations on H$_2$O and N$_2$. Total electronic energies are reported and discussed in the supplementary material. While these energies show that the effect of truncation of the active space is smaller in DMRG–srPBE than in standard DMRG calculations (due to a “regularizing” effect of the srDFT part on the CAS), the explicit energy data are not meaningful as our current implementation does not support spin-unrestricted srDFT calculations. As a consequence, the energies of the open-shell reaction products will be asymptotically unreliable and (in fact, worse than those obtained from unrestricted Kohn–Sham DFT calculations). Moreover, the small active spaces chosen for these two molecules are already so large that good agreement with the FCI reference is obtained in the large-CAS DMRG calculations. Therefore, we postpone a discussion of energies to Subsection V.B. Here, we continue to explore the “regularization” effect of srDFT on the active space of the DMRG calculations by investigating the entanglement measures.

In a recent study, we suggested that the single-orbital entropies, $s_\alpha$, and the mutual information, $I_{\alpha\beta}$, can serve as descriptors to trace and classify multireference character. We found that a balanced active space should comprise all orbitals with $s_\alpha > 0.5$ and/or all orbitals within a range of $0.01 < I_{\alpha\beta} < 0.1$. As these descriptors can be a useful guide to construct optimal active orbital spaces for DMRG and standard CAS-type calculations, they may complement a selection procedure based on natural orbital occupation numbers. The single-orbital entropies and mutual information for H$_2$O and N$_2$ calculated at various stretched structures are summarized in Figures 3 and 4, respectively. In these entanglement plots, the magnitude of the single-orbital entropy for each orbital is determined by the size of the corresponding red circle while the mutual information is encoded by line color and thickness; the thicker and darker the connecting line between two orbitals the larger is their mutual information. Considering first the standard DMRG data in the upper parts of Figures 3 and 4,
our entanglement data confirm the chemically intuitive choice that all orbitals involved in O–H or N–N bonding need to be included in a minimal CAS. In addition, in accordance with the boundaries of the entanglement measures defined above for standard DMRG, the stretched H$_2$O and N$_2$ molecules display significant multireference character. In contrast, both the single-orbital entropies and the mutual information are significantly smaller for DMRG–srDFT than for DMRG. For both molecules, a major part of the dynamical correlation is indeed treated by the srDFT functional, while static correlation is efficiently taken care of by the long-range wave function. Upon bond stretching, static correlation becomes more dominant, but the amount of dynamic correlation assigned to the long-range wave function remains effectively constant (cf. the patterns of green lines for the DMRG–srPBE entries in Figures 3 and 4 when proceeding from left to right).

Figures 3 and 4 further show the effect of truncating the active spaces. For regular DMRG, the static correlation increases and appears to be overestimated in the elongated systems for the truncated active spaces. Hence, the effect of
active-space truncation is much smaller in DMRG–srPBE. Therefore, srDFT has a regularizing effect on the entanglement of orbitals in the active space as the qualitative picture provided by the entanglement measures does hardly change in DMRG–srDFT calculations when the active space is reduced.

From the above discussion, it is also clear that the recommended boundaries for assessing a minimum active orbital space with entanglement measures need to be revised for range-separated hybrid methods. Similar conclusions have been drawn with respect to the boundaries for natural occupation numbers as active-orbital space measure for the CASSCF–srDFT$^{70}$ hybrid approach.

B. Ligand binding energies in transition metal complexes

The ligand-binding energies of the WCCR10 set of ligand dissociation reactions are hard to reproduce by DFT, and the PBE functional turned out to be the pure density functional with the smallest overall error.$^{64}$ For this reason, we chose two reactions from this test set to investigate the potential of our
TABLE I. Calculated dissociation energies in kJ/mol for reaction 1 obtained with the def-TZVP basis set. $D_0$ is the zero-point vibrational-energy corrected result employing a value of 8.5 kJ/mol for the zero-point vibrational energy obtained for the full complex with DFT(BP86)/def2-QZVPP (Refs. 64 and 65).

<table>
<thead>
<tr>
<th>Method</th>
<th>$D_e$ (kJ/mol)</th>
<th>$D_0$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMRG<a href="30,22">2000</a></td>
<td>173.5</td>
<td>161.5</td>
</tr>
<tr>
<td>DMRG<a href="20,18">2000</a></td>
<td>169.9</td>
<td>161.5</td>
</tr>
<tr>
<td>DMRG<a href="10,10">2000</a></td>
<td>132.8</td>
<td>124.3</td>
</tr>
<tr>
<td>DMRG<a href="30,22">2000</a>-srPBE(GWS)</td>
<td>246.5</td>
<td>238.1</td>
</tr>
<tr>
<td>PBE (full complex/def2-TZVP)</td>
<td>240.2</td>
<td>231.8</td>
</tr>
<tr>
<td>Exp. (Ref. 64)</td>
<td>109.9</td>
<td>102.6</td>
</tr>
</tbody>
</table>

DMRG-srDFT approach and employed the structural models depicted in Figure 2. Tables I and II provide all data obtained for these two reactions. We will focus on the pure electronic contribution to the dissociation energy, i.e., to $D_e$, as the $D_0$ data are all obtained by the same constant shift and are reported only as they represent the true experimental observables at 0 K.

First of all, we should discuss the effect that the reduced structural model and the reduced basis-set size have on the dissociation energies reported in Tables I and II. This assessment can be done based on the PBE results. As can be seen from the tables, for reaction 1 we increase the electronic contribution to the dissociation energy $D_e$ from 247.5 kJ/mol to 257.5 kJ/mol by switching from the quadruple-zeta basis set of Ref. 64 to the triple-zeta basis set employed in this work. This value is then reduced to 240.2 kJ/mol by reducing the size of the structural model. Hence, when considering a zero-point vibrational energy correction (see Table I), the experimental reference result of 218.2 kJ/mol is enlarged to 226.7 kJ/mol.

In Table I for reaction 1, we note that the dissociation energy strongly depends on the size of the active space in the pure DMRG calculations; the dissociation energy is increased from 132.8 kJ/mol for the small CAS to 173.5 kJ/mol for the largest CAS. This dramatic spread is not seen in the DMRG-srDFT calculations, where it ranges only from 216.5 kJ/mol to 225.1 kJ/mol. Moreover, we note that these latter energies are in excellent agreement with the reference energy of 219.4 kJ/mol. Hence, the dynamic correlation captured in the srDFT part allows us to apply a much smaller active space and yields results in much better agreement with the reference energy. The agreement is also better than the one obtained by pure DFT calculations. Table I also allows for a comparison of different srDFT functionals. From the dissociation energy of 246.5 kJ/mol obtained with DMRG[2000](30,22)-srPBE(GWS) and compared to 225.1 kJ/mol obtained with DMRG[2000](30,22)-srPBE, we understand that the effect of the approximate functional can be larger than 20 kJ/mol and thus further away from the reference result (but comparable with the pure DFT result).

For reaction 2, we found an even more pronounced dependence of the dissociation energy on the size of the active space for the pure DMRG data reported in Table II; compare, for instance, 65.3 kJ/mol for DMRG[8,8] to 34.0 kJ/mol for DMRG[22,20]. As this change in energy also increases the deviation from the experimental reference energy although the CAS was enlarged and should have improved on the small-CAS result, it calls for a systematic investigation (data reported also in Table II; see also the total electronic energies reported in the supplementary material, which clearly show that the change in dissociation energy is brought about by the product structure only). We see that the dissociation energies obtained for the small- to medium-sized active spaces in Table II only change moderately. However, for DMRG[18,18] we observe a significant lowering of the dissociation energy, which can be explained by closer investigation of the orbitals that were absent in the smaller-CAS calculations (for orbital diagrams and natural occupation numbers, see the supplementary material): In the product structure, the newly added occupied orbital (orbital no. 56) differs with an occupation number of 1.966 significantly from 2.00. It is also different from the occupation number of 1.992 obtained for its corresponding orbital in the reactant structure (orbital no. 61). This large change demands the inclusion of the orbital pair for a correct description of the reaction, especially when dynamical correlation is not accounted for otherwise. Notably, the DMRG[8,8] to DMRG[16,16] calculations do not include this orbital in the CAS of the product structure, and the better correspondence with experiment must therefore be considered fortuitous. In the largest CAS considered, we obtained 44.3 kJ/mol for the

TABLE II. Dissociation energies in kJ/mol for reaction 2 obtained with def-TZVP basis set. $D_0$ is the zero-point vibrational-energy corrected result employing a value of 7.3 kJ/mol for the zero-point vibrational energy obtained for the full complex with DFT(BP86)/def2-QZVPP (Refs. 64 and 65).

<table>
<thead>
<tr>
<th>Method</th>
<th>$D_e$ (kJ/mol)</th>
<th>$D_0$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMRG<a href="24,24">2000</a></td>
<td>44.3</td>
<td>36.9</td>
</tr>
<tr>
<td>DMRG<a href="22,20">2000</a></td>
<td>34.0</td>
<td>26.7</td>
</tr>
<tr>
<td>DMRG<a href="18,18">2000</a></td>
<td>37.6</td>
<td>30.2</td>
</tr>
<tr>
<td>DMRG<a href="16,16">2000</a></td>
<td>56.6</td>
<td>49.3</td>
</tr>
<tr>
<td>DMRG<a href="14,14">2000</a></td>
<td>55.2</td>
<td>47.8</td>
</tr>
<tr>
<td>DMRG<a href="10,10">2000</a></td>
<td>60.4</td>
<td>53.1</td>
</tr>
<tr>
<td>DMRG<a href="8,8">2000</a></td>
<td>65.3</td>
<td>58.0</td>
</tr>
<tr>
<td>DMRG<a href="22,20">2000</a>-srPBE(GWS)</td>
<td>101.8</td>
<td>94.5</td>
</tr>
<tr>
<td>PBE (full complex/def2-TZVP)</td>
<td>81.7</td>
<td>74.3</td>
</tr>
<tr>
<td>Exp. (Ref. 64)</td>
<td>86.4</td>
<td>79.1</td>
</tr>
<tr>
<td>PBE (full complex/def2-QZVPP)</td>
<td>86.4</td>
<td>79.1</td>
</tr>
</tbody>
</table>

In this manner, we can adjust the $D_e$ reference energy of 109.9 kJ/mol in Table I by +7.5 kJ/mol for the model-structure error and +12.6 for the basis-set error to finally yield 109.9 + 7.5 + 12.6 = 130.0 kJ/mol.
We carried out a similar investigation of the orbitals for the DMRG–srPBE calculations. In this case, the effective inclusion of dynamical correlation renders the change in occupation numbers about an order of magnitude smaller. For the orbital pair discussed above, the occupation numbers change from 1.996 (orbital no. 59) in the reactant to 1.991 (orbital no. 55) in the product. Accordingly, the dissociation energy is less affected (the results being 80.6 kJ/mol for the smallest CAS and 81.7 kJ/mol for the largest CAS). We note that these results are similar to the corresponding PBE result of 86.4 kJ/mol but still largely deviate from the reference value of 130.0 kJ/mol.

In order to understand whether the approximate nature of the short-range functional can account for this deviation, we investigated the alternative srPBE(GWS) functional which yields an dissociation energy of 101.8 kJ/mol that is considerably closer to the reference. Clearly, changing the srDFT functional is not a universal solution as the srPBE(GWS) functional for the dissociation energy of reaction 1 yields 246.5 kJ/mol, thus overestimating the reaction-1 reference value of 219.4 kJ/mol. Hence, this srDFT-functional study emphasizes that the available short-range functionals should be improved, as has also been noted by others.49

VI. CONCLUSIONS AND OUTLOOK

We have presented the development and first implementation of a hybrid approach that couples DMRG and DFT using a range-separation ansatz. To analyze the DMRG–srDFT approach, we considered the (symmetrically) dissociating H2O and N2 as well as ligand-binding energies in transition-metal complexes.

Although total electronic energies from small-CAS DMRG calculations were found to be very close to the corresponding FCI results for the two small molecules, we found that the effect of truncation of the active space is smaller for DMRG–srPBE than for standard DMRG calculations. This effect was also visible in the entanglement-entropy measures considered. We studied the effect of the simultaneous treatment of static and dynamic correlations on such orbital-based descriptors, namely, on single-orbital entropies and mutual information. We find that (i) the single-orbital entropies and mutual information are consistently smaller for DMRG–srDFT than for DMRG and that (ii) the major part of dynamical correlation is assigned to the short-range DFT part so that the pattern of these entropy measures hardly changes when the active space is reduced in a DMRG-srDFT calculation.

The discussion of ligand-binding energies revealed the true potential of the DMRG–srDFT approach. For two reactions out of the WCC10 benchmark set of ligand-binding energies, we found that DMRG-srDFT yields a much less pronounced dependence of the reaction energy on the size of the active space such that more consistent results were obtained. Focusing on one functional (PBE and its short-range variant), we found for reaction 1 a significant improvement on both pure DMRG and pure PBE results. However, the situation was more delicate in the case of reaction 2 for which we found a dramatic dependence of the reaction energy on the inclusion of specific orbitals in the active space such that the pure DMRG result deviates significantly from the experimental reference, indicating a very pronounced contribution of orbitals beyond the chosen active spaces to the correlation energy. Still, the final DMRG-srPBE result turned out to be very similar to the pure PBE result. However, we also noted that all data still deviated much from the experimental reference, which might even be taken as an indication to reinvestigate the accuracy of the experimental value.

With DMRG as the wave function part, DMRG–srDFT provides access to much larger complete active orbital spaces than those feasible with any traditional CAS-type approach combined with DFT. Hence, including dynamical correlation through a short-range density functional is a viable option to preserve the efficiency of DMRG calculations by avoiding standard perturbation-theory-based approaches. This facilitates calculations with long-range CAS-type wave functions such that all remaining approximations are buried in the approximate short-range DFT functional.

Although we obtained encouraging results for our case studies when comparing our new DMRG–srDFT approach with truncated active orbital spaces to standard DMRG and FCI, further improvement is possible and work along these lines is in progress in our laboratory. Apart from an extension of our implementation to a spin-unrestricted framework in the srDFT part, also spin-state-specific short-range functionals will further be crucial for molecules with an open-shell electronic structure.93

Alternative approaches for a simultaneous treatment of static and dynamic correlations in a hybrid DMRG approach that avoid a range-separation ansatz exist. In future work, we are considering the pair-density functional theory which was recently put forward for MCSCF methods as well as the site occupation density functional theory proposed by Fromager.

It should finally be emphasized that hybrids between DFT and wave function methods are also expected to have a less dramatic dependence on the one-electron basis set than standard wave function methods. We are currently investigating this more quantitatively.
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